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ALTERED ENERGY TRANSFER IN PHYCOBILISOMES OF THE CYANOBACTERIUM, SPIRULINA PLATENSIS UNDER THE INFLUENCE OF CHROMIUM (III)

Ayya Raju, M. and Murthy, S.D.S.*

Department of Biochemistry, S.V. University, Tirupati-517 502, A.P., India

ABSTRACT

Phycobilisomes act as major light harvesting complex in photosystem II of cyanobacteria. In this investigation an attempt has been made to study the effect of chromium (Cr) in the energy transfer of phycobilisomes. Our results indicate that chromium (III) (50 and 100 µM) is able to cause alterations in absorption and energy transfer with intact cells at 100 µM concentration during short term incubation. The phycobilisomes isolated from chromium (50µM) treated cells also exhibited changes in absorption as well as fluorescence emission properties in the red shift in the peak position. Thus chromium acts as an energy transfer inhibitor both under in vitro and in vivo conditions.

Key worlds : Absorption, Allophycocyanin, Cyanobacteria, Fluorescence, Phycocyanin.

INTRODUCTION

Phycobiliproteins (PBP's) are unique light harvesting pigment proteins present in cyanobacteria, red algae and cryptomonads, but not in higher plants. Unlike plant light harvesting chlorophyll (Chl) proteins, these PBP's are arrayed in subcellular structures which are known as phycobilisomes (PBSs). These structures allow the pigments to get arrayed geometrically in a manner which help to optimize the capture light and transfer of energy [1-4]. The major components of PBSs are the bilin containing proteins: Phycocerythrin (PE), Phycocyanin (PC) and Allophycocyanin (APC). The last two pigment proteins PC and APC are present in cells of cyanobacteria and red algae [5 - 6], while PE is available component and its presence is resulted by the available quality of light [7-9].

The energy transfer in the PBSs (PE → Chl a) can be influenced by several environmental factors such as Hg [10], Cu [11]. Studies related to the effect of Cr (III) on energy transfer studies are scanty. Hence in this investigation an attempt has been made to study the effect of Cr both short term (10 min) and long term (12 h) using intact cells of Spirulina platensis as well as isolated PBSs.

MATERIALS AND METHODS:

Spirulina platensis trichomes were grown in Zarrouk's medium [12] at 25 ± 2° C under continuous illumination (15 Wm⁻²). In vivo experiments were conducted by incubating the cells with Cr (100 µM) for 10 min under continuous stirring. For in vitro studies the cells were treated with Cr ions (50 µM) for 12 h and the PBSs have been isolated. The PBSs isolated were according to the method of Gantt et al [13] with slight modifications. The PBSs were recovered from the 1.0 M region as an intense blue band. Sucrose was removed from the isolated PBSs by using dialysis, with against 0.75 K. PO₄, (pH 7.0) buffer. PBSs and intact cells both were used for spectral measurements. The absorption spectra of intact cell suspension and PBSs were taken by using a Hitachi - 557 double beam, spectrophotometer as described by Murthy et al [14]. The emission spectrum of cell samples and PBSs were measured by using Perkin-Elmer spectrofluorimeter [14]. Cells equivalent to 15 µg of Chl a were used for spectral measurements, whereas PBSs equivalent to 30 µg of protein was used for both absorption as well as fluorescence emission measurements.

RESULTS AND DISCUSSION:

Initially after giving the Cr ions (100 µM) treatment for 10 min, the absorption characteristics of different pigment proteins present in the control cells of Spirulina platensis was measured. The peak at 433 nm is due to the soret band of Chl a; at 489 nm the peak is due to carotenoids, at 621 nm is due to the absorption of PC and peak at 679 nm is due to the absorption of Chl a [15]. The
treatment of intact cells of *Spirulina* with different concentrations chromium (100 µM) caused drastic decrease in phycocyanin absorption by marginally affecting the Chl a and carotenoid absorption. In addition there is a 5 nm red shift of PC indicating the structural alterations in PBSs regarding the chromophore attachment with apoprotein (Fig. 1). Similar observations were made by Murthy *et al.* [14] in *Spirulina* under mercury stress. Since chromium affected the phycocyanin absorption quite extensively further studies were made by measuring room temperature phycocyanin fluorescence. The control cells excited with 545 nm light beam exhibited an emission peak at 658 nm which indicates that the energy is transferred from PC to Chl a [14; 16]. Figure 2 shows the phycocyanin fluorescence emission spectra of chromium treated *Spirulina* intact cells. With the treatment of Cr ions drastic decrease was noticed in the fluorescence emission intensities and with 100 µM of chromium ions almost 50 % of loss in the fluorescence intensity of phycocyanin was observed. It clearly demonstrates that selected heavy metal (Cr) induced alterations in the energy transfer from PC to Chl a by inducing the structural changes in the phycobiliproteins.

To correlate the results of *in vivo* experiments with *in vitro* experiments, phycobilisomes have been isolated from control as well as Cr (50 µM)treated cells (12 h) by using sucrose density gradient. After removal sucrose the spectral properties have been measured (Fig 3 and 4). The absorption spectra of PBSs exhibit a main peak at 615 nm. The PBSs isolated from 50 µM of Cr treated cells, caused a decrease in the absorption of PC by 40% and shifted the peak position from 615 nm to 600 nm. Since the absorption properties are related to the fluorescence emission of PC, PBSs samples which were isolated from chromium exposed (50 µM) *Spirulina* cells were used for the measurement of phycocyanin fluorescence emission. Chromium is able to cause 42% decrease in the fluorescence intensity and blue shift in the emission peak from 670 nm to 666 nm. The decrease in the fluorescence intensity indicates the change in the energy transfer and blue shift gives information about structural changes in the PBSs (Fig 4).

Similar reports were made by Murthy *et al.* [14] during the toxic effect of mercuric chloride (HgCl₂) on the spectral properties of phycobiliproteins in the same organism. Thus chromium is able to cause alterations in the energy transfer from PC to Chl a in the *Spirulina* both under *in vivo* as well as *in vitro* conditions by inducing changes in PBSs.
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Biotransformation of 11β, 17α-Dihydroxy-4-pregnen-3, 20-dione-21-O-succinate to a 17-Ketosteroid by Pseudomonas putida MTCC 1259 in Absence of 9α-Hydroxylase Inhibitors

Rahul Patel* and Kirti Pawar
Ashok and Rita Patel Institute of Integrated Study and Research in Biotechnology and Allied Sciences, New Vallbh Vidyanagar, Anand 388 121, Gujarat, India

ABSTRACT
Growing cells of Pseudomonas putida MTCC 1259 were used for biotransformation of a steroid with cortical side chain, 11β,17α-dihydroxy-4-pregnen-3,20-dione-21-O-succinate. Separation of the steroidal components of fermentation extracts was done by TLC with an optimized solvent system. The precursor and different product steroids were found to separate satisfactorily in a 2:4 mixture of benzene:ethyl-acetate. A 17-ketosteroid was found to accumulate in the fermentation medium after 120 h incubation at 37 ºC under aerobic incubation without addition of any ring cleavage inhibitors which suggested a desirably low 9α-hydroxylase activity in the strain. The biotransformation product was characterized to be Adrost-4-ene-3,17-dione on the basis of FTIR spectroscopic analysis. The pathway of corticosteroid side chain cleavage by the organism was worked out. The absence of C-1(2)-dehydrogenated product in the fermentation broth indicated a low activity of C-1(2)-dehydrogenase enzyme in the strain. The strain is found suitable for production of 17-ketosteroids from precursors having cortical side chains.

Key words: Steroid bioconversion; 17-ketosteroid production; 9α-hydroxylase inhibitors; chromatographic separation of steroids

INTRODUCTION:
Steroid modification or synthesis is one biotechnological process having potential applications in pharmaceutical industries due to the complex structure of steroid molecule and requirement of complicated, multi-step schemes for the chemical synthesis of steroid compounds. The basic ring structure of some steroid derivatives is sensitive to cleavage by a wide variety of chemicals. Chemical synthesis also requires the use of reagents such as pyridine, sulfur trioxide or selenium dioxide which are hazardous to the health of production staff and constitute a serious environmental disposal problem. There are plenty of steroid drugs available in market, and much research is on going to modify steroid drugs to more potent derivatives with longer half-lives in the blood stream, having simpler delivery methods, more specific and one having no or less side-effects. This can be achieved by microbial bioconversion [1].

Microbial cleavage of steroid side-chains has been an extensively researched subject because of the potential utility of this reaction for the production of high value therapeutic pharmaceuticals. Side-chain degradation has been studied by first blocking ring-degradation. It has been found in several studies using Mycobacteria that hydroxylation of the terminal carbons is the first step [2]. Wide varieties of fungi are capable of side-chain cleavage of progesterone [3]. During side-chain cleavage of progesterone, usually 17-acetate is formed by introduction of oxygen between C-17 and C-20 then an esterase cleaves the acetate leaving the 17-hydroxy steroid, testosterone. Then the 17-hydroxy group is oxidized to 17-ketone, some of the organisms may form the 1-dehydrogenated derivatives, Adrost-4-ene-3,17-dione [AD], and Androsta-1,4-diene-3,17-dione [ADD] are among several important compounds obtained by degradation of steroid side-chain which may be useful for the production of androgens, estrogens and other compounds by further chemical modification. 1-dehydrotestolactone may also be produced which is approved for the treatment of mammary cancer. Androst-4-ene-3,17-dione can be chemically converted to spironolactone which is an important drug in the treatment of hypertension. Androst-4-ene-3,17-dione may also be chemically reduced to give testosterone and some derivatives that have important medicinal uses [3].

Pseudomonads are able to grow in different environments and have broad metabolic versatility and genetic plasticity. Also some important reactions for steroid bioconversion are reported with these groups of organisms. Screening of microorganisms able to grow on bile acids and in the presence of organic solvents led to the isolation of Pseudomonas putida ST491 [1]. When grown in 5 g l \(^{-1}\) l- lactic acid in the presence of diphenyl ether, 60% of the substrate was cleaved to AD (75% yield), with ADD (17% yield) and pregn-1,4-dien-3-20-ol (8% yield) as secondary products. If the organic solvent was replaced by Triton X-100 in the aqueous conversion medium, 40% of the substrate was converted to ADD alone [1]. Pseudomonas mutant had converted compound-S directly to prednisolone, showing that organism is capable of 1-dehydrogenation along with 11β-hydroxylation [4]. According to one report, [5] 19-hydroxyandrostenedione was converted to estrone by a Pseudomonas. They proposed that the organism 1-dehydrogenated the steroid and then the hydroxymethyl group was removed by aldol cleavage.

The study was initiated with an aim to cleave side chain of a corticosteroid using Pseudomonas putida MTCC 1259 which was known to successfully degrade side chain of cholesterol [6]. Emphasis was to accumulate 17-ketosteroids without addition of inhibitors for enzymes responsible for cleavage of steroid ring system.

MATERIALS AND METHODS:
Materials: The general chemicals and media components required for the study were purchased from Hi Media, Glaxo, Qualigens, Merck and S D fine Chemicals.

Microorganisms: The strain Pseudomonas putida MTCC 1259 was purchased from Microbial Type Culture Collection, Institute of Microbial Technology, Chandigarh, India. The strain was maintained on nutrient agar slants supplemented with appropriate inducer steroid (1 mg l \(^{-1}\)) and stored in a refrigerator at 4 ºC. The organisms were sub-cultured every month.

Bioconversion of 11β,17α-dihydroxy-4-pregnen-3,20-dione-21-O-succinate by growing cells: Medium containing g L \(^{-1}\), Beef Extract (1.5), Peptone (5), NaCl (5), Yeast Extract (1.5), Inducer steroid (1 mg L \(^{-1}\)) was prepared and pH adjusted to 7. Medium (20 ml) was dispensed in series of 100 ml conical flasks and sterilized at 121 ºC for 15 mins and allowed to cool to room temperature. Three flasks were inoculated with actively growing culture of Pseudomonas putida MTCC 1259 in the same medium. After overnight growth at 37 ºC on a 110 rpm shaking platform, steroid substrate (4 mg) dissolved in 0.5 ml ethyl acetate or as specified was added in each flask. Sample (2 ml) was withdrawn every 24 hours and extracted twice with equal volume of ethyl acetate. The organic layers were decanted, pooled, dried over sodium sulphate and solvent evaporated by
keeping the tubes in boiling water bath and residual steroid redissolved in 0.1 ml ethyl acetate. Aliquots were taken for qualitative analysis by thin layer chromatography.

**Thin Layer Chromatography of steroids:** Method described by [7] was used for qualitative analysis of the bioconversion products. Slurry of silica gel (5%) was prepared in distilled water and allowed to swell for 5 min, layered on a clean glass plate and allowed to air dry. The plates were activated in a hot air oven at 110 °C for 30 mins and allowed to cool to room temperature. Extracted steroid samples were spotted along with the authentic precursor with the help of capillary tube. The plates were developed in a mobile phase having mixture of benzene: ethyl acetate optimized for better separation of steroid samples. The solvent was allowed to evaporate at 50 °C for 15 mins and plates were sprayed with 60% sulphuric acid for preparing steroid chromogens. The plates were heated in a hot air oven for 110 °C for 30 mins for visualization of chromogens.

**Identification of Steroids:** Identification of the steroids was done by comparing the color and Rf of the spots with the authentic samples. Confirmation of identification was done by FTIR spectroscopy. For isolation of steroids for IR spectroscopy, preparative TLC as described by [8] using the solvent system optimized for separation of the desired steroids. The separated steroids were visualized in a chamber of iodine vapors, positions of steroids marked; silica gel was scraped from the marked area and extracted thrice with ethyl acetate. Ethyl acetate was recovered, steroid sample concentrated in a water bath and residual steroid re-dissolved in 0.1 ml ethyl acetate: 5: 1 benzene : ethyl acetate as a mobile phase, to obtain the individual compounds with highest purity using preparative TLC. It was necessary to attain maximum possible separation of product steroids. Hence, it was decided to optimize the mobile phase composition for 11β,17α-dihydroxy-4-pregnene-3,20-dione-21-O-succinate and its bioconversion products. During chromatographic separation of steroids choice of proper mobile phase and optimization of mobile phase are important as the product steroids are closely related compounds which makes their separation difficult. In first step 1 : 1 mixture of acetone : ethyl acetate and 5 : 1 mixture of benzene : ethyl acetate as a mobile phase solvent system was screened for separation of precursor steroid and its bioconversion product.

Although visualization of the product was possible, separation of the product from precursor was very low. So it was decided to optimize the composition of mobile phase for which, the ability of different composition of mobile phase (5 : 1, 4 : 2, 3 : 2, 2 : 4, 1 : 5 benzene : ethyl acetate) to separate precursor from product was checked by spotting steroids extracted from 2 ml bioconversion medium of *P. putida* MTCC 1259 along with authentic precursor.

**RESULTS AND DISCUSSION:**

Bioconversion products of 11β,17α-dihydroxy-4-pregnene-3,20-dione-21-O-succinate by *P. putida* MTCC 1259 have been shown in table 1. A prominent bluish green spot appeared on the TLC plate along with the precursor that showed reddish brown spot. Product forming bluish green spot was supposed to be accumulating as intensity of the spot increased with increasing time of incubation.

Although it was possible to identify the product steroids from the precursor steroids using 5 : 1 benzene : ethyl acetate as a mobile phase, to obtain the individual compounds with highest purity using preparative TLC, it was necessary to attain maximum possible separation of product steroids. Hence, it was decided to optimize the mobile phase composition for 11β,17α-dihydroxy-4-pregnene-3,20-dione-21-O-succinate and its bioconversion products. During chromatographic separation of steroids choice of proper mobile phase and optimization of mobile phase are important as the product steroids are closely related compounds which makes their separation difficult. In first step 1 : 1 mixture of acetone : ethyl acetate and 5 : 1 mixture of benzene : ethyl acetate as a mobile phase solvent system was screened for separation of precursor steroid and its bioconversion product.

Although visualization of the product was possible, separation of the product from precursor was very low. So it was decided to optimize the composition of mobile phase for which, the ability of different composition of mobile phase (5 : 1, 4 : 2, 3 : 2, 2 : 4, 1 : 5 benzene : ethyl acetate) to separate precursor from product was checked by spotting steroids extracted from 2 ml bioconversion medium of *P. putida* MTCC 1259 along with authentic precursor.

**Table 1:** Bioconversion products of hydrocortisone succinate by *P. putida* MTCC 1259 as seen on TLC analysis

<table>
<thead>
<tr>
<th>Time</th>
<th>Spot</th>
<th>Green</th>
<th>Yellow</th>
<th>Golden</th>
<th>Green</th>
</tr>
</thead>
<tbody>
<tr>
<td>192 hrs</td>
<td>RF</td>
<td>0.0967</td>
<td>0.0793</td>
<td>0.174</td>
<td>0.079</td>
</tr>
<tr>
<td>240 hrs</td>
<td>Rf</td>
<td>+</td>
<td>+++</td>
<td>++</td>
<td>+++</td>
</tr>
<tr>
<td>336 hrs</td>
<td>Rf</td>
<td>+</td>
<td>+++</td>
<td>++</td>
<td>+++</td>
</tr>
</tbody>
</table>

+ Score of spot intensity

| Table 2: Effect of mobile phase composition on Rf of bioconversion products of *P. putida* MTCC 1259 on TLC plate |
| --- | --- | --- | --- |
| Ratio of Benzene: Ethylacetate | Precursor (Spot 1) | Rf of Golden spot (Spot 2) | Rf of Green Spot (Spot 3) |
| 5 : 1 | At origin | 0.1 | 0.079 |
| 4 : 2 | At origin | 0.36 | 0.45 |
| 3 : 3 | At origin | 0.36 | 0.72 |
| 2 : 4 | At origin | 0.45 | 0.87 |
| 1 : 5 | At origin | 0.63 | 0.90 |

It is clear from Table 2 that 2 : 4 mixture of benzene : ethyl acetate shows maximum separation of bioconversion products. It was also obvious that two major products were formed golden (spot-2) and green (spot-3). Authentic precursor did not move past the origin in all the tested combinations of benzene and ethyl acetate. It was also observed that authentic hydrocortisone succinate was poorly soluble in ethyl acetate. Also, products solubility in ethyl acetate was higher than in benzene. Hence it was decided to use 2 : 4 benzene : ethyl acetate mixture as the developing solvent for TLC during future experiments.

Although product steroids can be identified by the color and Rf of the spot, FTIR spectra provides an important tool for further confirmation of this analysis. Figure 3 represents FTIR spectrum of authentic precursor used for bioconversion. Figure 4 and 5 depict the FTIR spectra of spot-2 (golden) and spot-3 (green) respectively. Upon inspection of FTIR spectrum of spot-2, prominent peaks were observed at 1647 and 1711 cm⁻¹ indicating the presence of 3-keto group. Absence of peak at 1730-1750 cm⁻¹ suggests absence of 17-keto group. Broad absorptions in the range of 2800-3400 cm⁻¹ indicate presence of aliphatic stretch, indicating that the succinate side chain of the precursor has not been cleaved. Absorbance at 2850 and 2981 cm⁻¹ indicated the presence of methyl or methylene groups. The comparison of IR spectra of hydrocortisone succinate and spot-2 indicates only minor changes in the steroid ring (additional peak at 1711.23 cm⁻¹ in spot-2). Similar spectral analysis have been suggested while explaining 1,2-dehydrogenation of 17β,21-dihydroxy propane-4-ene-3,20-dione. Their product showed had absorptions in the range of 2800-3400 cm⁻¹ indicating 1,2-dehydrogenation of hydrocortisone to prednisolone. As observed from the suggestions in the IR spectra
Figure-3: FTIR spectra of Hydrocortisone succinate – sodium salt, copied from [11] with permission

Figure-4: FTIR spectrum of bioconversion product of hydrocortisone succinate by *P. putida* MTCC 1259 (Golden spot or Spot-2)

Figure-5: FTIR spectrum of bioconversion product of hydrocortisone succinate by *P. putida* MTCC 1259 (Greenspot or spot-3)
analysis by [9] where the C-H stretch of an aliphatic compound (or fragment) have been analysed. He observed the asymmetric C-H stretch of the methyl and methylene groups (2960 and 2930 cm⁻¹, respectively) occurring at slightly higher frequency than symmetric vibrations (2875 and 2855 cm⁻¹, respectively for methyl and methylene). He further suggested that most part, this simple rule holds true for most common sets of vibrations. Naturally there are always exceptions, and a breakdown of the rationale may occur when other effects come into play, such as induced electronic, spatial or entropy-related effects. The identification peaks suggested for prednisolone by [10] during bioconversion of hydrocortisone are IR νmax (KBr, cm⁻¹) 3050, 2980, 1658, 1624, 1600 cm⁻¹ supporting the inferences of the present investigation.

Whereas, observing the FTIR spectra of spot-3 a prominent peak at 1737 cm⁻¹ indicated the presence of 17-keto group, hence, side-chain of this product steroid had been cleaved. Absorbance at 1652 cm⁻¹ indicate the presence of 4-ene,3-one. Absence of prominent peaks in 1600 cm⁻¹ suggests absence of C1-2 double bond. Hence the compound may be Androst-4-ene-3,17-one. Presently it can be concluded that the side-chain of hydrocortisone succinate was successfully cleaved. The pathway for side chain cleavage can be stated as:
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INFLUENCE OF NICKING IN COMBINATION WITH VARIOUS PLANT GROWTH SUBSTANCES ON SEED GERMINATION AND SEEDLING GROWTH OF NONI (Morinda citrifolia L.)

Karnam Jaya Chandra and Dasari Daniel Gnanag Sagar*1

Department of Botany & Microbiology, Andhra Christian College, Guntur -522001, A. P., India
1 Department of Biotechnology, Acharya Nagarjuna University, Nagarjunanagar -522510, A. P., India

ABSTRACT

A study was carried out to investigate the effect of various concentrations of plant growth substances in combination with nicking on the germination of Noni (Morinda citrifolia L.). Freshly extracted Noni seeds were nicked first and then treated with various concentrations (100-1000ppm) of Gibberellic acid, Indole-3-Butyric acid, Naphthalene-1-acetic acid, 6-Benzyl-amino-purine, Potassium nitrate, Kinetin and nicking along with control (seeds soaked in water) for a period of 24 hours. The highest germination percent, shoot length, root length, fresh and dry weights were recorded in seeds treated with Gibberellic acid at 800 ppm concentration (96.33%, 7.92 and 3.34cm, 1.408 and 0.076g); followed by Indole-3-Butyric acid (89.26%, 6.53 and 2.97cm, 1.312 and 0.068g); Naphthalene-1-acetic acid (73.61%, 5.36 and 2.84cm, 1.293 and 0.066g); 6-Benzyl-amino-purine (65.33%, 5.28 and 2.62cm, 1.255 and 0.061g); Potassium nitrate (55.86%, 3.92 and 2.14cm, 1.201 and 0.041g) and Kinetin (54.16%, 4.11 and 2.38cm, 1.221 and 0.043g) at 1000ppm concentration; followed by nicking alone (39.42%, 1.98 and 1.14cm, 1.050 and 0.043g). Whereas poor response was observed in control with low germination percent (34.28%), shoot length (2.38cm, 1.221 and 0.068g); Naphthalene-1-acetic acid at 800ppm concentration (89.26%, 6.53 and 2.97cm, 1.312 and 0.068g); followed by Indole-3-Butyric acid (89.26%, 6.53 and 2.97cm, 1.312 and 0.068g); Potassium nitrate (55.86%, 3.92 and 2.14cm, 1.201 and 0.041g) and Kinetin (54.16%, 4.11 and 2.38cm, 1.221 and 0.043g) at 1000ppm concentration; followed by nicking alone (39.42%, 1.98 and 1.14cm, 1.050 and 0.043g). Whereas poor response was observed in control with low germination percent (34.28%), shoot length (2.38cm, 1.221 and 0.068g); Naphthalene-1-acetic acid at 800ppm concentration (89.26%, 6.53 and 2.97cm, 1.312 and 0.068g); followed by Indole-3-Butyric acid (89.26%, 6.53 and 2.97cm, 1.312 and 0.068g); Potassium nitrate (55.86%, 3.92 and 2.14cm, 1.201 and 0.041g) and Kinetin (54.16%, 4.11 and 2.38cm, 1.221 and 0.043g) at 1000ppm concentration; followed by nicking alone (39.42%, 1.98 and 1.14cm, 1.050 and 0.043g).
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INTRODUCTION

Morinda citrifolia L. commonly known as Indian Noni, is one of the most significant sources of traditional medicine [1, 2]. Morinda citrifolia L. belongs to the family Rubiaceae [3]. Noni is also known as Indian mulberry. Various parts of the plant, including its leaves, fruit, bark and roots, have been used for over 2000 years to treat several diseases such as high blood pressure and diabetes, and to cure eye problems, skin wounds, throat problems, respiratory ailments, constipation, and stomach pains [4]. About 160 valuable phytochemicals have been identified in this plant, and the major compounds are polyphenols, organic acids and alkaloids [5].

Dormancy is a condition in which seeds do not germinate even when the environmental conditions (water, temperature and aeration) are permissive for germination [6, 7]. The Noni seeds have a problem of seed dormancy thus limiting its commercial cultivation. Noni seeds are buoyant and hydrophobic due to air chamber and durable, water repellent, fibrous seed coat. Noni is easy to propagate from seeds and the primary disadvantage of seed propagation is that without seed treatment and applied heat, uniformity of seed germination may be unrepeatable and seedling production may take 6-12 months for germination and 9-12 more months before they are ready to transplant.

Hence, untreated seeds need several months to a year for germination but their germination period can be reduced to a month using techniques such as trimming, heating or chemical scarification etc. Pre sowing chemical treatments have generally been used to enhance seed germination and seedling vigor. Various methods have been used by seed scientists and technologists to break seed dormancy. Stratification plays an important role as a stimulator that helps to break dormancy [7]. In order to accelerate this method, it can be combined with some treatments such as chemical applications or mechanical seed coat removal [8]. Many investigators have studied the effects of exogenous growth regulators on seed germination. Gibberellins are believed to be important in controlling the germination of seeds in nature [9].

Scarifying the hard seed coat by nicking or puncturing significantly reduces the germination time, improves germination percentage and promotes uniform sprouting. Scarifying can be done by blending machine, nail cutter etc. [10]. Hence, present research was carried out to study the effect of various plant growth substances along with nicking to improve the germination percent in Noni seeds.

MATERIALS & METHODS

The present investigation was conducted at Department of Biotechnology, Acharya Nagarjuna University, Guntur, Andhra Pradesh, India. Noni seeds were brought from Tirumala hills, lie between 79° 19' East and 13° 37' East and 13° to 43° both latitude in the Chittoor District of Andhra Pradesh, India. Fully ripened, soft and white colored Noni fruits were collected. The pulp of the Noni fruit was washed thoroughly with water to obtain Noni seeds. Noni seeds were dried under shade for 2 to 3 days. Seeds were stored in the airtight container at room temperature.

The shade dried Noni seeds were nicked using an ordinary fingernail clipper to create an opening in the tough seed coat, so that water and air may enter and contact the embryo. This clipping can increase the germination percent and also reduce the time required for germination from several months to only 4 weeks or more. The nicked seeds were treated with different concentrations (100-1000ppm) of Gibberellic acid (GA), Indole-3-Butyric acid (IBA), Naphthalene-1-Acetic acid (NAA), 6-Benzyl- amino-purine (BAP), Potassium nitrate (KNO3), Kinetin (KN) and nicking alone along with control (seeds soaked in water) for a period of 24 hours. Ten imbibed seeds were placed in petri dishes lined with two layers of Whatmann No.1 filter papers, moistened with sterile distilled water to provide humidity. Petri dishes were placed in an incubator at 25°C with 70-80% humidity. The number of seeds germinating everyday in each treatment was counted for calculating the final germination percent in each treatment and same temperature and humidity are maintained throughout the growth of the seedlings for a period of six weeks.

The fresh weight was calculated, root and the shoot length of the seedlings were measured using a transparent plastic ruler. The seedlings were placed in an oven at 80°C for 24 hours and dry weights were recorded.

*Corresponding author: drddaniel@rediffmail.com
The experiment was conducted with eight treatments like Gibberellic acid (GA), Indole-3-Butyric acid (IBA), Naphthalene-1-Acetic acid (NAA), 6-Benzyl-amino-purine (BAP), Potassium nitrate (KNO₃), Kinetin (KN) with various concentrations (100-1000ppm) and nicking alone along with control (seeds soaked in water) for a period of 24 hours in three replications in a completely randomized design (CRD). Data on germination percent (%); shoot length (cm); root length (cm); fresh weight (g) and dry weight (g) was collected and ANOVA was carried out using RRISTAT software package.

RESULTS AND DISCUSSION

Seed germination (%)

The treatments differed significantly for the character studied. The data on the effect of various concentrations of growth substances on the nicked Noni seed germination are presented in Table - 1. At 800 ppm, Gibberellic acid was found to be significantly superior over other treatments and control for seed germination percent (96.33), followed by Indole-3-Butyric acid (89.26) and Naphthalene-1-Acetic acid (73.61) at 1000ppm concentration, where as other growth hormones like 6-Benzyl-amino-purine (65.33), Potassium nitrate (55.86) and Kinetin (54.16) were significantly superior at 1000ppm concentration over nicking alone (39.42) and control treatment (34.28%).

Shoot length and root length (cm)

The data on the effect of various concentrations of growth substances on the length of the shoot and root are presented in Table - 2. The hormone Gibberellic acid recorded maximum shoot length (7.92) and root length (3.34) at 800ppm concentration whereas Indole – 3-Butyric acid (6.53 and 2.97) and Naphthalene-1-Acetic acid (5.36 and 2.84), 6-Benzyl-amino-purine (5.28 and 2.62), Potassium nitrate (3.92 and 2.14) and Kinetin (4.11 and 2.38) were found to be significantly superior for root length and shoot length at 1000ppm concentration over nicking alone (1.98 and 1.14) and control (1.11 and 1.72). In general, it was observed that shoot length was more when compared to root length for all the treatments tested, might be due to application of hormones which had a physiological effect on plant growth.

Fresh weight and dry weight (g)

The data on the effect of various concentrations of growth substances on the fresh and dry weights of nicked Noni seed are presented in Table - 3. Fresh weight and dry weight were found to be superior at 800ppm concentration when tested with Gibberellic acid (1.408 and 0.066) which was significantly superior over other treatments like Indole-3-Butyric acid (1.312 and 0.068), Naphthalene-1-Acetic acid (1.255 and 0.061), Potassium nitrate (1.201 and 0.041) and 6-Benzyl-amino-purine (5.28 and 2.62), Potassium nitrate (3.92 and 2.14) and Naphthalene-1-Acetic acid (5.36 and 2.84), 6-Benzyl-amino-purine (65.33), Potassium nitrate (55.86) and Kinetin (54.16) which was significantly superior to be superior at 800ppm concentration when tested with other substances on the fresh and dry weights of nicked Noni seed are presented in Table - 3. Fresh weight and dry weight were found to be superior at 800ppm concentration over nicking alone (1.050 and 0.015). Control treatment recorded the least fresh weight and dry weights (1.02 and 0.011).

Seed dormancy and germination are complex traits of higher plants that are influenced by a large number of genetic and environmental factors. Present study on Noni seeds indicated that application of Gibberellic acid (GA) induced higher germination percent, shoot length and root length, fresh and dry weight when compared with soaking of seeds for 24 hours in Indole – 3-Butyric acid, Naphthalene-1-acetic acid, 6-Benzyl-amino-purine, Kinetin, Potassium nitrate, nicking alone and control treatments. From the above investigations it was observed that Morinda citrifolia, L. seed germination and other parameters studied were highest in 800 ppm concentration of Gibberellic acid (GA) along with nicking followed by Indole-3-Butyric acid (IBA), Naphthalene-1-acetic acid (NAA), 6-Benzyl-amino-purine (BAP), Kinetin and Potassium nitrate; this is due to the effect of Gibberellic acid on seed germination along with scarification or nicking. Kockemann [11] reported that growth substances serve to regulate the germination of seeds. These growth regulators when applied exogenously or naturally occurring exert either stimulatory or inhibitory effects under different conditions and concentrations either as germination stimulators or germination inhibitors. Davies [12] mentioned that Gibberellins (GA) is an essential phytohormone induces many aspects of plant development including seed germination. Pandey and Sinha [13] reported that GA induced the synthesis of α-amylase and other hydrolytic enzymes during the early stages of seed germination. Similarly, Raliton [14] also found the accelerating effect of Gibberellic acid in seed germination of Morus indica.

Table - 1 Effect of Gibberellic acid, Indole- 3- Butyric acid, Naphthalene-1- acetic acid, 6-Benzyl-amino-purine, Potassium nitrate and Kinetin and nicking on germination of Noni seeds.

<table>
<thead>
<tr>
<th>Concentration (ppm)</th>
<th>GA</th>
<th>IBA</th>
<th>NAA</th>
<th>BAP</th>
<th>KNO₃</th>
<th>KN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>7.12</td>
<td>7.12</td>
<td>7.12</td>
<td>7.12</td>
<td>7.12</td>
<td>7.12</td>
</tr>
<tr>
<td>Nicking alone</td>
<td>7.98</td>
<td>7.98</td>
<td>7.98</td>
<td>7.98</td>
<td>7.98</td>
<td>7.98</td>
</tr>
<tr>
<td>100</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>200</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>300</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>400</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>500</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>600</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>700</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>800</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>900</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
<tr>
<td>1000</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
<td>7.32</td>
</tr>
</tbody>
</table>

Table - 2 Effect of Gibberellic acid, Indole - 3- Butyric acid, Naphthalene-1- acetic acid, 6-Benzyl-amino-purine, Potassium nitrate, Kinetin and nicking on shoot and root length of Noni seedlings.

<table>
<thead>
<tr>
<th>Concentration (ppm)</th>
<th>GA</th>
<th>IBA</th>
<th>NAA</th>
<th>BAP</th>
<th>KNO₃</th>
<th>KN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>Nicking alone</td>
<td>1.98</td>
<td>1.98</td>
<td>1.98</td>
<td>1.98</td>
<td>1.98</td>
<td>1.98</td>
</tr>
<tr>
<td>100</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>200</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>300</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>400</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>500</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>600</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>700</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>800</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>900</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
<tr>
<td>1000</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
<td>1.72</td>
</tr>
</tbody>
</table>

Table - 3 Effect of Gibberellic acid, Indole - 3- Butyric acid, Naphthalene-1- acetic acid, 6-Benzyl-amino-purine, Potassium nitrate, Kinetin and nicking on shoot and root length of Noni seedlings.
Nelson [10] reported that nicking helps the seed to imbibe, causing seed coat to rupture hence, increases the seed germination rate uniformly and similarly Gibberellic acid (GA) enhances the shoot and root length simultaneously which was found comparable with the other treatments. These results were similar to the results of Singh et al. [15] which revealed that Noni seeds treated with GA significantly increased the height of seedling and number of leaves per seedling. Similar studies by Ponnaiyan and Vezhavendan [16] reported that hulling of seed coat or scarification of tough seed coat of Noni seeds reduce the time required for germination. The germination percent shoot length, root length, fresh and dry weight of the seeds treated with Indole-3-Butyric acid (IBA) and other plant growth substances like NAA, BAP, KN and KNO₃ were low when compared to Gibberellic acid treatment. This might be due to the seeds not withstanding more concentrations. Potassium nitrate is most widely used chemical for promoting seed germination. It acts synergistically with Gibberellic acid in inducing germination in tobacco seeds. However, the actual role of potassium nitrate in inducing the germination rate is not clearly known [7], potassium nitrate was found to be effective in breaking seed dormancy of many species [17]. Studies have revealed that seed dormancy and germination are under hormonal control [18, 19].

As a conclusion, the methods used in this study are practical and easily applicable for experimental studies and in the field conditions for rapid germination of Noni seeds and are useful in commercial rapid seedling production in large scale which would be essential for anti-desertification.

**REFERENCES**


---

Table - 3 Effect of Gibberellic acid, Indole-3-Butyric acid, Naphthalene-1-acetic acid, 6-Benzyl-arnino-purine, Potassium nitrate, Kinetin and nicking on fresh and dry weight of Noni seeds.

<table>
<thead>
<tr>
<th>Concentration (ppm)</th>
<th>GA3</th>
<th>IBA</th>
<th>NAA</th>
<th>BAP</th>
<th>KNO3</th>
<th>KN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>1.020</td>
<td>0.011</td>
<td>1.020</td>
<td>0.011</td>
<td>1.020</td>
<td>0.011</td>
</tr>
<tr>
<td>Nicking alone</td>
<td>1.050</td>
<td>0.155</td>
<td>1.050</td>
<td>0.155</td>
<td>1.050</td>
<td>0.155</td>
</tr>
<tr>
<td>100</td>
<td>1.239</td>
<td>0.036</td>
<td>1.146</td>
<td>0.024</td>
<td>1.099</td>
<td>0.035</td>
</tr>
<tr>
<td>200</td>
<td>1.244</td>
<td>0.039</td>
<td>1.151</td>
<td>0.025</td>
<td>1.149</td>
<td>0.040</td>
</tr>
<tr>
<td>300</td>
<td>1.289</td>
<td>0.045</td>
<td>1.159</td>
<td>0.028</td>
<td>1.201</td>
<td>0.042</td>
</tr>
<tr>
<td>400</td>
<td>1.319</td>
<td>0.049</td>
<td>1.171</td>
<td>0.031</td>
<td>1.210</td>
<td>0.045</td>
</tr>
<tr>
<td>500</td>
<td>1.322</td>
<td>0.058</td>
<td>1.181</td>
<td>0.035</td>
<td>1.234</td>
<td>0.050</td>
</tr>
<tr>
<td>600</td>
<td>1.325</td>
<td>0.064</td>
<td>1.188</td>
<td>0.038</td>
<td>1.238</td>
<td>0.051</td>
</tr>
<tr>
<td>700</td>
<td>1.406</td>
<td>0.074</td>
<td>1.241</td>
<td>0.045</td>
<td>1.262</td>
<td>0.058</td>
</tr>
<tr>
<td>800</td>
<td>1.407</td>
<td>0.075</td>
<td>1.291</td>
<td>0.047</td>
<td>1.271</td>
<td>0.059</td>
</tr>
<tr>
<td>900</td>
<td>1.408</td>
<td>0.076</td>
<td>1.312</td>
<td>0.068</td>
<td>1.293</td>
<td>0.066</td>
</tr>
<tr>
<td>Mean</td>
<td>1.303</td>
<td>0.043</td>
<td>1.187</td>
<td>0.036</td>
<td>1.203</td>
<td>0.047</td>
</tr>
<tr>
<td>SD (5%)</td>
<td>0.014</td>
<td>0.020</td>
<td>0.013</td>
<td>0.02</td>
<td>0.014</td>
<td>0.032</td>
</tr>
<tr>
<td>CV (%)</td>
<td>0.6</td>
<td>1.9</td>
<td>0.7</td>
<td>2.7</td>
<td>0.7</td>
<td>2.0</td>
</tr>
</tbody>
</table>
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INTRODUCTION

Wetland is the area covered by shallow water. These shallow areas are transitional zones between land and water. Vegetation studies - specific to wetlands of Gujarat are limited. The importance of aquatic macrophytes to the functioning of fresh water ecosystems has been underscored during the last few decades [1, 2, 3] because they harbor high biodiversity and influence biomass production, nutrient cycling and community dynamics [4]. Aquatic plants are key components for the well functioning of wetland ecosystem for biological productivity and support diverse organisms and thereby provide lots of goods and services for the dependent people.

The western most part of the Gujarat state is recognized as the gateway of migratory waterfowl that come into the subcontinent. In spite of being arid, Kachchh district covers maximum area under wetlands.

Based on the distribution, the wetlands of Kachchh can be divided into three major types; the central inland wetlands (man-made), coastal wetlands in the southern and western region and saline wetlands (Ranns and Banni) in the northern limit. These are highly dependent on the village tanks and storage reservoirs. Kachchh being an arid area, the vegetation there is already faced with extremes of climatic and edaphic condition and it is more important to know the existing aquatic plants. In the absence of information on wetland vegetation for Kachchh region, an attempt was made to understand the baseline status of vegetation in and around the six selected wetlands. All these selected wetlands cover major types of wetland distribution in Kachchh. Information on aquatic macrophytes in any waterbody is of immense importance to understand the wetland ecosystem.


defined wetlands of western Kachchh.

Study area

Kachchh is the second largest district in the country, covering a total area of 45,652 km2 and located in the northwestern region of Gujarat state. Due to its unique ecological settings and geographical situation, Kachchh is classified under biotic province “3 A” (Kachchh desert) of bio-geographic zone of Indian Desert of the country [5] experiencing tropical arid climate. Most of the wetlands in arid and semi arid regions are man-made, and other natural wetlands are highly seasonal; however, they play vital role in the arid ecosystem. In some wetlands herbaceous vegetation and in certain cases, trees constitute essential grazing resources for stock farming. Since arid and semi-arid regions receive very low and erratic rainfall and experience frequent drought, livestock farming is the
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Fig. 1 Different wetlands of western Kachchh.
predominant source of their economy. During drought period, most of the wetlands act as the natural fodder bank. This situation is true in Kachchh and especially in Banni.

Present intensive study of six wetlands Viz. Chhari Dhandh (CD), Luna Dhandh (LD), Changadasar Talav (CT), Godhatad Dam (GD), Pragasar Lake (PL) and Jakhau Intertidal (JI) (Fig.1) was carried out in the western part of Kachchh district.

MATERIALS AND METHODS

Seasonal survey was done by quadrate method [6, 7] for collecting aquatic macrophytes from January 2007 to January 2009. Plants were collected from the study area, during different seasons of the year i.e., in winter, summer and monsoon. Plant species were identified from the flora of Gujarat state [8]. The quadrate sampling method is the most popular method for ecological research and wetland delineation purposes.

The number of quadrates sampled varied according to the extent of area under vegetation cover and the size of wetlands. GPS readings were taken in each quadrat. The number of quadrant studied were 15-20 in larger wetland, 12-15 in medium and 8-10 in small wetlands. In addition, number of sample plots also varied depending on the topography, terrain and accessibility conditions.

Status of vegetation was assessed using analysis. Species richness was obtained by enumerating the total number of species and diversity status of the aquatic macrophytes was studied using Shannon-Weiner Diversity Index and Evenness analysis was studied through statistic [9, 10, 11] and “Past” software package [12].

Shannon-Weiner Diversity Index is calculated by using following formula.

\[ H' = \sum p_i \log p_i \]

where \( p_i \) = Total number of individuals of the species / Total number of individuals of all the species

Species evenness is calculated by using following formula.

\[ J' = \frac{H'}{H_{\text{max}}} \]

Where \( H' \) is the number derived from the Shannon diversity index and \( H_{\text{max}} \) is the maximum value of \( H' \) equal to:

\[ H_{\text{max}} = - \sum_{i=1}^{S} \frac{1}{S} \ln \frac{1}{S} = \ln S, \]

Simpson's dominance index is calculated by using following formula.

\[ \psi = \sum_{i=1}^{S} \left( \frac{n_i}{N} \right)^2 \]

Where \( n_i \) = number of individuals in the species

\( N \) = total number of individuals

\( S \) = total number of species

RESULTS AND DISCUSSION

Totally 348 quadrates were laid in and around the wetlands to record the macrophyte species. Out of 348 transect sampled, highest 70 transects were laid in Chhari Dhandh (CD) followed by 65 in Godhatad Dam (GD) and 48 in Changadasar Talav (CT) (Table - 1).

During the present study, overall 57 macrophyte species were recorded from various wetlands. Out of which 7 submerged species belonged to 7 genera and 6 families, 47 emergent species belonged to 39 genera and 22 families and one species from each rooted floating and floating pteridophytes. All the 57 Aquatic macrophyte species composition and seasonal distribution were prepared based on survey data. Out of that, only 11 species were found throughout the year.

Being mostly seasonal and dynamic, the wetland system of the Kachchh supports three major/dominant types of aquatic vegetation communities, namely 1) Submerged macrophytes such as Hydrilla verticillata, Vallisneria spiralis and Elodea dulcis, 2) Floating vegetation such as Nymphaea sp., observed only in two wetlands and 3) Emergent vegetation such as Cyparissus sp. and Cynodon dactylon.
Aquatic macrophytes species richness was 26 in Pragasar Lake which is followed by 23 in Luna Dhandh. Changadasar Talav and Godhatad Dam showed species richness 21. The lowest species richness i.e. 8 was recorded in Chhari Dhandh. Changadasar Talav revealed highest value of Shannon-Weinmer diversity index (Table -2) which is followed by Luna Dhandh and Pragasar Lake where the diversity values were 2.39 and 2.30 respectively.

Godhatad Dam and Chhari Dhandh showed diversity index value was 2.21 and 1.69 respectively. Low diversity was recorded in Jakhau intertidal area, because of it’s a coastal wetland and in fringes of coast lesser plantation. Higher species dominance was reported from Jakhau intertidal area (0.53) and lower from Changadasar Talav (0.09). Highest Evenness (0.67) was reported in Chhari Dhandh and lowest (0.27) in Jakhau Intertidal area (Table -2).

In the present paper dominance is used to compare the same species in different wetland habitats.

Species diversity varies greatly through space and time in a given habitat and ecosystem [13]. In the present study diversity among the six wetlands the Changadasar Talav had 21 species with high diversity value of H2.55 and low dominance value 0.09 which indicates the many (6) species present with less than 20 individuals.

Due to the presence of high number of Avicennia marina dominance index was very high (0.53) with less evenness (0.20) in Jakhau intertidal wetland. Chhari Dhandh supported only 8 species where the diversity index was 1.69 but it has high evenness, Cressa cretica L. and Cyperus exaltatus Retz.var. exaltatus are the dominant species (Fig.2). Species evenness index from Luna Dhandh, Godhatad Dam and Pragasar Lake are almost similar, however, there were species representing and distributing with equal numbers.

SUMMARY AND CONCLUSION

Out of 57 aquatic macrophytes observed in selected wetlands, 10 species were most common in study area occurred in 1 to 348 plots. Ammannia baccifera, Cyodon dactylon, Cyperus rotundus, Phyla nodiflora and Vallisneria spiralis were commonly observed as aquatic macrophytes in Kachchh wetlands. The outcome of the present study notes the association of rooted submerged species such as Najas sp. with water depth and its certain qualities. Najas sp. is found in association with deeper and clearer water. Emergent species grow as the periphery of the wetland gets dry. The Typha sp. was occurring at moderate or intermediate water depth. Submerged species like Potamogeton sp. were also commonly present where water depth is lower or shallow.

In the context of coastal wetlands, salt works, ports and jetty construction pose major threat to mangroves. Emergent vegetation can be useful for livestock, fishes, birds, reptiles, wild life and local people, shoreline vegetation is also important for smaller size class Crocodiles cover and food. For the inland water bodies, controlling and removing Prosopis would be an important task for wetland management. This result shows that smallest wetlands in this study were habitat for infrequent species. Conserving only larger wetlands will not be sufficient to protect plant species richness.
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SCREENING OF CRUDE ROOT EXTRACTS OF SOME INDIAN PLANTS FOR THEIR ANTIBACTERIAL ACTIVITY
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Department of Biosciences, Sardar Patel University, Vallabh Vidyanagar - 388120, Gujarat, India

ABSTRACT

The hexane, ethyl acetate, methanol and distilled water root extracts of twenty one plants were screened for their potential antibacterial activity against six gram positive and six gram negative bacterial strains using agar well diffusion method. The minimum inhibitory concentration (MIC) values were evaluated by serial broth dilution method for the plant extracts showing more than 7 mm zone of inhibition. Root extracts were prepared by infusion extraction method using solvents. The hexane and methanolic root extracts inhibited by 33.33% and 38.09% against Staphylococcus epidermidis respectively, where as methanolic root extract inhibited by 57.14% against Micrococcus luteus. Least to no activity was found in distilled water extracts of all plants. The MIC values were observed in the range of >8 mg/ml to 0.25 mg/ml for the tested plant extracts. This study revealed that plant extracts have greater potential as antimicrobial compound/s against microorganisms and may be used in the treatment of diseases.

Key worlds : Indian medicinal plants, antimicrobial activity, crude root extracts, MIC value

INTRODUCTION

Medicinal plants are a source of great economic value in the Indian subcontinent. Nature has bestowed on us a very rich botanical wealth and a large number of diverse types of plant grow in different parts of the country. In India, thousands of species are known to have medicinal value to cure specific ailments since ancient times. Many works aimed to know the efficacy of different antimicrobial and phytochemical constituents of medicinal plants as possible alternatives to chemical synthetic drugs to which many infectious microorganisms have become resistant. In recent years, antimicrobial properties of Indian medicinal plants have been reported [1]. Incidents of epidemic due to drug resistant microorganisms are now a common global problem posing enormous public health concerns [2]. There has been an increasing incidence of multiple resistances in human pathogenic microorganisms in recent years, largely due to indiscriminate use of commercial antimicrobial drugs commonly employed in the treatment of infectious diseases.

Plants have been known to synthesize a variety of chemical substances, such as phenolic compounds, terpenes, steroids, alkaloids, glycosides, fats and oils. However these have been found to have profound effects on chemical systems with therapeutic properties. Over 50% of all modern clinical drugs are of natural products origin and play an important role in drug development in the pharmaceutical industry. Indian medicinal plants are regularly used in various system of medicine because of minimal side effect and cost effectiveness [3].

However, a majority of traditionally used medicinal plants have not yet been systematically screened against various microbial pathogens [4]. In the last few years, a number of studies have been conducted by researchers to prove efficacy of 23 medicinal plant species against four bacteria [5], Celastrus paniculatus and Loranthus bengwensis [6], Prosopis africana [7], Callicistemon citrinus, Cymbopogon citratus and Albizia lebbeck [8]. At present, a majority of botanical drugs under development are derived from ethnobotanical sources and traditional medicinal uses to combat the treatment paused by the microorganisms, which became resistance to antimicrobial agents. In this context, the present investigation is aimed to screen crude root extracts of 21 medicinal plants belonging to 16 different families against six gram positive and six gram negative bacteria for antibacterial activity.

MATERIALS AND METHODS

Plant materials

Roots of twenty-one plant species belonging to 16 families were collected from different areas of Anand and Vallabh Vidyanagar (Table - 1). All the specimens were identified by referring “Flora of Gujarat state” [9] and with the help of Dr. A. S. Reddy, Plant Taxonomist, Department of Biosciences, Sardar Patel University, Vallabh Vidyanagar, Anand, Gujarat.

Preparation of extract

Collected roots were washed thoroughly with running tap water and dried at room temperature and powdered with grinder mixer. Extracts were prepared by sequential extraction method described by Houghton and Raman [10]. In this method, 100 gm of dry powdered material of each sample was soaked in 500 ml hexane for 24 hours at room temperature and shaken occasionally. Extracts were filtered by Whatman filter paper no.1 and filtrates were centrifuged at 3000 rpm for 10 minutes to remove any solid debris. The supernatant was collected and concentrated by solvent recovering assembly and dried completely at room temperature. The residue was dried and resuspended in to each of 500 ml ethyl acetate, methanol and distilled water sequentially for 24 hours at room temperature. The extract was filtered and filtrate was centrifuged at 3000 rpm for 10 minutes and the supernatants were collected and dried. All the fractions were stored in a refrigerator until further use.

Selected microorganisms

In this study, the six Gram-positive bacteria i.e. Bacillus cereus (ATCC 11778), Bacillus subtilis (ATCC 6051), Staphylococcus aureus (isolated), Staphylococcus epidermidis (ATCC 155), Micrococcus luteus (ATCC 4698), Enterococcus faecalis (isolated) and six Gram-negative bacteria i.e. Escherichia coli (ATCC 25922), Salmonella typhi (NTCC8394), Salmonella paratyphi (MTCC 735), Pseudomonas aeruginosa (ATCC 25668), Klebsiella pneumoniae (ATCC 15380), Serratia marcescens (isolated) were selected.

*Corresponding author: jssmohan@hotmail.com
Table - 1  Antibacterial activity of different (hexane, ethyl acetate, methanol and distilled water) crude root extracts of selected plant species.

<table>
<thead>
<tr>
<th>Plant name (Family)</th>
<th>Extracts</th>
<th>Gram Positive</th>
<th>Gram Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Zone of Inhibition (mm)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>BC  BS  SA  SE  ML  EN  EC  ST  SP  PS  SM  KP</td>
<td></td>
</tr>
<tr>
<td><strong>Ailanthus excelsa</strong> Roxb. (Simaroubaceae)</td>
<td></td>
<td>0  0  1  0  4  1</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td></td>
<td>E  0  6  2  2  4  1</td>
<td>0  0  0  0  3  1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>M  3  4  0  0  5  2</td>
<td>0  2  0  4  6  0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>W  3  0  2  2  1  1</td>
<td>0  0  0  0  1  0</td>
<td></td>
</tr>
<tr>
<td><strong>Artocarpus integrifolia</strong> auct.non L. f. (Moraceae)</td>
<td></td>
<td>0  0  1  0  4  1</td>
<td>0  0  0  0  2  0</td>
</tr>
<tr>
<td></td>
<td>M  2  4  0  8  0  0</td>
<td>0  0  0  0  6  0</td>
<td></td>
</tr>
<tr>
<td><strong>Averrhoa carambola</strong> L. (Averrhoaceae)</td>
<td></td>
<td>0  0  3  0  2  0</td>
<td>0  1  0  2  1  0</td>
</tr>
<tr>
<td><strong>Bauhinia variegata</strong> L. (Fabaceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Cordia dichotoma</strong> Forst. (Boraginaceae)</td>
<td></td>
<td>0  0  1  0  4  1</td>
<td>0  0  0  0  2  0</td>
</tr>
<tr>
<td><strong>Delonix regia</strong> (Boj.) Raf. (Fabaceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Ficus racemosa</strong> L. (Moraceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Gmelina arborea</strong> L. (Verbenaceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Madhuca indica</strong> J.F.Gmel (Sapotaceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Mangifera indica</strong> L. (Anacardiaceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Manilkara hexandra</strong> (Roxb.) Dub. (Sapotaceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Mitragyna parviflora</strong> (Roxb.) Korth. (Rubiaceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Murraya paniculata</strong> (L.) Jack. (Rutaceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
<tr>
<td><strong>Psidium guajava</strong> L. (Myraceae)</td>
<td></td>
<td>0  0  6  2  0  0</td>
<td>0  0  0  0  4  0</td>
</tr>
</tbody>
</table>
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### ABBREVIATIONS

<table>
<thead>
<tr>
<th>BC</th>
<th>BS</th>
<th>SA</th>
<th>SE</th>
<th>ML</th>
<th>EN</th>
<th>EC</th>
<th>ST</th>
<th>SP</th>
<th>PS</th>
<th>SM</th>
<th>KP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artocarpus integrifolia</td>
<td>M</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cordia dichotoma</td>
<td>M</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Madhuca indica</td>
<td>H</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mangifera indica</td>
<td>M</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Manilkara hexandra</td>
<td>M</td>
<td>4</td>
<td>0.5</td>
<td>0.5</td>
<td>-</td>
<td>&gt;8</td>
<td>4</td>
<td>-</td>
<td>0.5</td>
<td>&gt;8</td>
<td>&gt;8</td>
</tr>
<tr>
<td>Mitragyna parvifolia</td>
<td>H</td>
<td>4</td>
<td>2</td>
<td>-</td>
<td>&gt;8</td>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Murraya paniculata</td>
<td>H</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.25</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Psidium guajava</td>
<td>M</td>
<td>8</td>
<td>-</td>
<td>0.5</td>
<td>0.25</td>
<td>4</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>&gt;8</td>
</tr>
<tr>
<td>Saraca indica</td>
<td>M</td>
<td>&gt;8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sterculia urens</td>
<td>M</td>
<td>8</td>
<td>-</td>
<td>0.25</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>8</td>
<td>-</td>
<td>-</td>
<td>&gt;8</td>
</tr>
<tr>
<td>Tabebuia argentea</td>
<td>M</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Table 2: Minimum inhibitory concentration of effective plant extracts.

<table>
<thead>
<tr>
<th>Plant name</th>
<th>Extracts</th>
<th>MIC (mg/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Salvadora persica</strong> (Salvadoraceae)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td><strong>Saraca indica</strong> auct. non. L. (Fabaceae)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td><strong>Sterculia urens</strong> Roxb. (Sterculiaceae)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Tabebuia argentea a Brill.</strong> (Bignoniaceae)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td><strong>Terminalia bellirica</strong> (Gaerrn.) Roxb. (Combretaceae)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td><strong>Thepesia populnea</strong> (L.) Sol. Ex Corr. (Malvaceae)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

### Antimicrobial screening of plant extracts

In the present study, the antimicrobial activities of root crude extracts prepared in different solvents were screened by agar well diffusion method [11]. An inoculum size of 1x10⁷ CFU/ml of bacteria which compared with 0.5 McFarland turbidity standards was used [12]. Each plant extract of 100 µl (stock solution 100 mg/ml) was added in a previously marked sterile nutrient agar petriplates and the wells were punched with sterile cork borer and filled with each plant extract. Plates were placed in a refrigerator for 30 minutes for pre-diffusion of plant extract and then incubated at 37°C for 24 hours. After incubation all the plates were examined and zone of inhibition (excluding well diameter in mm) was measured as a property of antimicrobial activity. Antibiotic such as ciprofloxacin (20µg/ml) as a positive control and 100% DMSO and solvents i.e. hexane, ethyl acetate and methanol as a negative controls.

Ciprofloxacin (20µg/ml)

<table>
<thead>
<tr>
<th>Plant name</th>
<th>Extracts</th>
<th>MIC (mg/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>12</td>
</tr>
</tbody>
</table>

**MIC values:** The values represent the minimum inhibitory concentration (MIC) in mg/ml. The MIC is defined as the lowest concentration of the extract that completely inhibits the growth of the microorganism.

**Abbreviations:**
- **BC:** Bacillus cereus
- **BS:** Bacillus subtilis
- **EC:** Escherichia coli
- **EN:** Enterococcus faecalis
- **KP:** Klebsiella pneumoniae
- **ML:** Micrococcus luteus
- **PS:** Pseudomonas aeruginosa
- **SE:** Staphylococcus epidermidis

**Extracts:**
- **M:** Methanol
- **W:** Distilled water
- **E:** Ethyl acetate
- **SA:** Staphylococcus aureus
- **ST:** Salmonella typhi
- **SM:** Serratia marcescens
- **EC:** Salmonella paratyphi
- **ML:** Bacteria from Media
- **W:** Water
were used. Minimum inhibition concentration was evaluated in the range of 4.0 to 0.25 mg/ml by two fold serial broth dilution method [13] for the plant extracts showing more than 7mm inhibition zone. Bioassay was carried out in duplicate and experiments were repeated twice.

RESULTS AND DISCUSSION

The antibacterial activity of crude root extracts was evaluated in hexane, ethyl acetate, methanol and distilled water of selected plant species against twelve bacterial strains and their potency were comparatively assessed by the presence or absence of zone of inhibition (in mm). Successful prediction of botanical compounds from plant material is largely dependent on the type of solvent used in the extraction procedure. This study focused on plant extracts prepared in organic solvents (hexane, ethyl acetate and methanol) to obtain antimicrobial activity compared to aqueous extracts.

Crude root extracts of Ailanthus excelsa, Artocarpus integrifolia, Averrhoa carambola, Bauhinia variegata, Cordia dichotoma, Delonix regia, Ficus racemosa, Gmelina arborea, Pithecellobium dulce, Salvadoria persica, Tabebuia argentia, Terminalia bellarica, Thepseia populnea prepared in hexane, ethyl acetate, methanol and distilled water exhibited only moderate activity as well as tested gram-positive and gram-negative bacteria. Madhuca indica methanolic root extract exhibited moderate activity against most of the tested organisms. Only hexane root extract showed good antibacterial activity against BS (Table - 1). Other extracts of Mangifera indica displayed moderate to least activity against most of the selected bacteria (Table - 1). Broad spectrum antibacterial activity was reported with methanol bark extract of Mangifera indica [14]. Methanolic root extracts of Manilkara hexandra exhibited good activity against SA, ML, SP, KM, moderate activity against BC, BS, SE, EN, ST, PS and no activity was seen against EC (Table - 1). These results are mostly comparable with positive control ciprofloxin (20μg/ml). However, least to no activity was observed in hexane, ethyl acetate and distilled water extracts of M. hexandra against most of the tested bacteria (Table - 1). Methanolic extracts of Allium vineale, Chaerophyllum macropodum and Prangos ferulacea showed higher antibacterial activity compared to ethanol and hexane extracts against gram-positive bacteria (BC, BS, ML, SA) [15].

The hexane root extracts of Mitragyna parvifolia displayed good activity against BC, BS, SE, ML, KP as well as ethyl acetate extract exhibited moderate activity against SP, PS and SM, least to no activity seen against other tested organisms (Table - 1). This plant extract appear to be more effective against gram-positive bacteria than gram-negative bacteria except Klebsiella pneumoniae and Pseudomonas aeruginosa. The results of hexane extracts of Mitragyna parvifolia are comparable with positive control. Similar results in Hexane and ethyl acetate root extracts of Piqueria trinervia-a Mexican plant were observed against eleven strains of bacteria [16]. In this study, broad spectrum antibacterial activity was seen in hexane and ethyl acetate root extracts of Mitragyna parvifolia. Methanolic root extracts of Psidium guajava demonstrated good activity against PS, moderate activity against BC, SA, SE, ML, EC, SP and SM (Table - 1). Sterculia urens methanolic root extract exhibited good activity against SP and SM, moderate activity against BC, BS, SA, SE, ML, EN, EC and PS and no activity was seen against other bacteria (Table - 1). Senna siamae ethanolic leaf extracts showed antibacterial activity against Salmonella typhi [17]. In this study, methanolic root extract of Sterculia urens showed good antibacterial activity against Salmonella paratyphi.

This study demonstrated that methanolic root extracts of most of the selected plants showed more antibacterial activity than other solvent extracts. Similar observations have been reported by Parekh and Chanda [18] in methanolic extracts of twelve medicinal plants belonging to different families provide more consistent antimicrobial activity as compared to aqueous extracts. Similar observations have been most of the selected plants showed more antibacterial activity against Salmonella paratyphi.
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SHORT COMMUNICATION

HETEROSIS FOR BIOMETRIC CHARACTERS AND SEED YIELD IN PARENTS AND HYBRIDS OF RICE (ORYZA SATIVA L.)

M. Prakash* and B. Sunil Kumar

Department of Genetics and Plant Breeding, Faculty of Agriculture, Annamalai University, Annamalai Nagar – 608 002, India

A study was conducted to derive the heterotic vigour of rice hybrids viz., ADTRH 1, CORH 2 and their parents IR 58025 A, IR 58025 B, IR 66R, C 20R for six yield and yield attributing characters. On the basis of per se performance, the parent C 20 R was found to be the best for the traits number of tillers per plant, number of productive tillers per plant, 1000 grain weight and grain yield per plant. The hybrid CORH 2 was found to excel the performance of ADTRH 1 both in per se performance and in magnitude and direction of heterosis.

Key words: Biometric traits, heterosis, hybrids, rice

Table 1 Mean performance of parents and hybrids for yield and yield attributing characters in rice.

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Characters</th>
<th>Parents</th>
<th>Hybrids</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IR 58025 A</td>
<td>IR 58025 B</td>
<td>IR 66R</td>
</tr>
<tr>
<td>1.</td>
<td>Plant height (cm)</td>
<td>85.17</td>
<td>85.21</td>
</tr>
<tr>
<td>2.</td>
<td>Number of tillers per plant</td>
<td>10.22</td>
<td>10.31</td>
</tr>
<tr>
<td>3.</td>
<td>Number of productive tillers per plant</td>
<td>8.05</td>
<td>8.11</td>
</tr>
<tr>
<td>4.</td>
<td>Number of grains per panicle</td>
<td>82.20</td>
<td>138.05</td>
</tr>
<tr>
<td>5.</td>
<td>1000 grain weight (g)</td>
<td>19.00</td>
<td>19.04</td>
</tr>
<tr>
<td>6.</td>
<td>Grain yield per plant (g)</td>
<td>14.25</td>
<td>21.32</td>
</tr>
</tbody>
</table>

Table 2 Relative heterosis (di), heterobeltiosis (dii) and standard heterosis (diii) for yield and yield attributing characters in rice.

<table>
<thead>
<tr>
<th>SNo</th>
<th>Characters</th>
<th>ADTRH 1</th>
<th>CORH 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative heterosis</td>
<td>Heterobeltiosis</td>
<td>Standard heterosis</td>
</tr>
<tr>
<td>1.</td>
<td>Plant height (cm)</td>
<td>-4.13**</td>
<td>-10.48**</td>
</tr>
<tr>
<td>2.</td>
<td>Number of tillers per plant</td>
<td>2.37**</td>
<td>-14.37</td>
</tr>
<tr>
<td>3.</td>
<td>Number of productive tillers per plant</td>
<td>20.59**</td>
<td>1.92</td>
</tr>
<tr>
<td>4.</td>
<td>Number of grains per panicle</td>
<td>8.07**</td>
<td>4.26**</td>
</tr>
<tr>
<td>5.</td>
<td>1000 grain weight (g)</td>
<td>2.66**</td>
<td>-0.25**</td>
</tr>
<tr>
<td>6.</td>
<td>Grain yield per plant (g)</td>
<td>33.62**</td>
<td>26.00</td>
</tr>
</tbody>
</table>

* Corresponding author: geeth_prakash@yahoo.co.in

** 1% level of significance
prevent plant lodging can be obtained from this cross in subsequent generations. The hybrid CORH 2 recorded positive significant relative heterosis, heterobeltiosis and standard heterosis for all the biometric characters like number of tillers per plant, number of productive tillers per plant, number of grains per panicle, 1000 grain weight and grain yield per plant. Such positive heterosis might be attributed due to both epistasis and dominance. Similar findings were concluded by [3] for total number of tillers, [1] for number of productive tillers and [5] for 1000 grain weight. The hybrid ADTRH 1 showed low heterosis in negative direction for most of the characters like number of tillers per plant and 1000 grain weight. This expression of negative heterosis may be attributed to non–allelic interaction which can either increase or decrease the expression of heterosis.

In the hybrid CORH 2 for most of the cases, significant positive heterosis for grain yield was associated with heterosis for number of tillers per plant, number of productive tillers per plant, number of grains per panicle and 1000 grain weight. This indicated that heterosis for grain yield was through heterosis from individual yield component. In general the hybrid CORH 2 recorded significantly positive heterotic vigour for all the biometrical traits when compared to the hybrid ADTRH 1 suggesting that exploitation of such hybrid could be more rewarding for breeding programmes in rice improvement.
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INTRODUCTION
Corrosion of aluminium and its alloys have been a subject of numerous studies due to their high technological values and wide range of industrial applications especially in aerospace and household industries. Aluminium and its alloys, however, are reactive materials and are prone to corrode [1]. Thermodynamically aluminium is a highly reactive metal (E° = –1.676 V) [2] and because of its high affinity for oxygen (∆G° = –1582 kJmol⁻¹) [3], aluminium surfaces are usually covered with thin but tightly adherent and protective film of aluminium oxide. The film is stable in solutions of pH 4.5 to 8.5, but because of its amphoteric nature, it fails to protect aluminium in strongly acid and strongly alkaline media [4]. Addition of magnesium to aluminium gives strain-hardenable alloys with increase in mechanical properties and improvement in resistance to corrosion [5, 6]. Al-Mg alloys are important materials for use in many applications such as for automobiles, containers, electric devices, etc., and are widely used in marine-atmosphere.

Acids have long been used in removing the scale from metal surfaces and also in pickling. Hence to avoid attack on the base metal during scale-removal and cleaning metal surfaces with acidic solutions, the use of inhibitors become necessary. The applicability of organic compounds as corrosion inhibitors for metals in acidic media and other corrosive media [7, 8]. The inhibition efficiency increased with increase in the concentration of ANPMB but decreased with rise in temperature. The activation (E°) of corrosion and other thermodynamic parameters (such as heat of adsorption (Q), entropy of adsorption (∆S°), and free energy of adsorption (∆G°)) were calculated to elaborate the mechanism of corrosion inhibition. From the thermodynamic parameters, the ∆G° values are negative that suggest that the adsorption is of chemisorption type between the metal and inhibitor molecules. A plot of log 1/1-θ vs log C gives a straight line indicating that the inhibitor function through adsorption following Langmuir isotherm. At 0.8% concentration of ANPMB, >99% inhibition was observed.

Key words: Al-Mg alloy, Hydrochloric acid, Inhibitor, Corrosion.

RESULTS and DISCUSSION
Adsorption behavior, thermodynamic parameters and activation energy in the presence of inhibitor have been evaluated.

Adsorption behavior
Adsorption is primary and important step in inhibition by organic based film forming corrosion inhibitors. Adsorption results from the polar or charged nature of the organic molecule/ionic species first establishing a physisorption surface film which may further stabilize through chemisorption to form a donor type bond [11]. If it is assumed that the inhibition of corrosion is due to the surface coverage (θ) by the inhibitor molecules then value of K is a measure of the surface coverage θ [12]. The relationship between the coverage of an interface with an adsorbed species and the concentration of the species in solution is given by Langmuir adsorption isotherm [13].

\[ \theta = \frac{KC_{inh}}{1 + KC_{inh}} \]

where, K is the Langmuir adsorption constant or adsorption coefficient.
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The adsorption is a spontaneous process which is further supported by positive values of the entropies of adsorption, $\Delta S^o$. It may be generalized from the present studies, that an efficient inhibitor is characterized by a relatively greater decrease in free energy of adsorption (become more negative), positive values of entropy of adsorption and less negative value of heat of adsorption as compared to free energy of adsorption.

**Activation energy ($E_a$)**

$E_a$ is the apparent activation energy. It is the difference between the average energy of active molecules and the average energy of all the molecules. A low activation energy means a fast reaction and a high activation energy means a slow reaction [16]. A high activation energy corresponds to a reaction rate that is very sensitive to temperature. Conversely, a small activation energy indicates a reaction rate that varies only slightly with temperature [17]. If a reaction has zero activation energy, its rate is independent of temperature. In some cases $E_a$ is found to be negative which indicates that the rate decreases as the temperature is raised; such behavior is a signal that the reaction has a complex mechanism.

In the present work the $E_a$ values have been calculated from the plot of $\log \rho$ (corrosion rate) vs $1/T$ (Table-3 and Fig-2). In the uninhibited acid, the $E_a$ value was 14.3 kcal/mol. The value of $E_a$ for the inhibitor ANPMB was found to be 16.2 kcal/mol. The $E_a$ value in inhibited acid thus varied and depended upon the ability of the inhibitor to reduce the corrosion rate. According to Putilova et al. [18] the $E_a$ value is higher in inhibited solutions and can be compared with unstable catalyst poisons whose adsorption fall off appreciably with rise in temperature and indicate physical adsorption on the metal surface. The extent of inhibition is likely to decrease with increasing temperature because of desorption of the inhibitor which would expose larger surface areas to the corrosion solution.

At 0.8% inhibitor concentration, weight losses were determined at 35°C, 45°C, 55°C and 65°C for an immersion period of 30 minutes. In plain acid the loss of metal due to corrosion increased from 1120 mg/dm² at 35°C to 7608 mg/dm² at 65°C (Table-3). In inhibited acid also the weight loss due to corrosion was found to increase with temperature but as compared to uninhibited acid it was much less up to 65°C, and the inhibition efficiencies were found to be 99.3% at 35°C and 98.8% at 65°C in ANPMB. However, when the inhibitor is present in sufficient amount it can confer ~98% to 99% protection in the temperature range 35°C - 65°C.

### Table-1 : Adsorption behavior

<table>
<thead>
<tr>
<th>C (%)</th>
<th>C* (mole/litre x 10^{-2})</th>
<th>log C* (mole/l)</th>
<th>Weight loss (mg)</th>
<th>$\theta$</th>
<th>$\theta$/-1</th>
<th>log (0/-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.7109</td>
<td>-2.1481</td>
<td>55</td>
<td>0.8693</td>
<td>6.6511</td>
<td>0.8228</td>
</tr>
<tr>
<td>0.20</td>
<td>0.9478</td>
<td>-2.0232</td>
<td>40</td>
<td>0.9049</td>
<td>9.5152</td>
<td>0.9784</td>
</tr>
<tr>
<td>0.30</td>
<td>1.4218</td>
<td>-1.8471</td>
<td>28</td>
<td>0.9334</td>
<td>14.0150</td>
<td>1.1465</td>
</tr>
<tr>
<td>0.40</td>
<td>1.8957</td>
<td>-1.7222</td>
<td>17</td>
<td>0.9596</td>
<td>23.7524</td>
<td>1.3757</td>
</tr>
</tbody>
</table>

**Fig.1** : Langmuir plots for ANPMB in 2.0 M hydrochloric acid at 35°C.

A plot of log $\theta$/-1 vs log C* (inhibitor concentration) (Fig-1) was drawn (from data given in Table-1) straight line was observed indicating that the inhibitor was adsorbed onto the metal surface following Langmuir isotherm.

**Thermodynamic Parameters**

If it is assumed that the inhibitor is adsorbed on the metal surface in the form of a monolayer film, covering at any instant a fraction, $\theta$, of the metal surface in an uniform random manner, then the heat of adsorption, $Q_a$, can be calculated as per Hour and Holiday [14]. The values of the free energy of adsorption, $\Delta G^o$, were calculated following Abdel and Saiyed equation [15]. From the values of heats of adsorption and free energy of adsorption, values of the entropy of adsorption $\Delta S^o$ were calculated. The values of $Q_a$, $\Delta G^o$, and $\Delta S^o$ for the temperature range 35°C-65°C are given in Table-2. From the results, it is evident that for ANPMB, the heats of adsorption and free energy of adsorption are negative, further, the $Q_a$ value is less negative while the free energy of adsorption is more negative in the case of a good inhibitor like ANPMB, which suggests that there is a strong interaction of the inhibitor molecules with the metal surface resulting in the spontaneous adsorption. It is observed that at higher concentration of inhibitor, $\Delta G^o$, values are more negative, which suggest that the chemisorption of the inhibitor on the metal is a spontaneous process. The metal-inhibitor bonds are strong enough to provide excellent inhibition even at higher temperature.

### Table-2 : Thermodynamic parameters :

<table>
<thead>
<tr>
<th>Inhibitor (%)</th>
<th>Temp (°C)</th>
<th>$\Delta G^o_A$ (kcal mol⁻¹)</th>
<th>$\Delta S^o_A$ (cal mol⁻¹)</th>
<th>$Q_A$ (kcal mol⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>35</td>
<td>-7.5</td>
<td>36.1</td>
<td>-3.6</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>-7.8</td>
<td>35.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55</td>
<td>-7.8</td>
<td>35.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>-7.9</td>
<td>34.1</td>
<td></td>
</tr>
</tbody>
</table>
supplies electron density to the aromatic benzaldehydic ring and thus the delocalized π-electrons of this ring help in the chemisorption of the compound with stronger bonds and gives better protection.

CONCLUSION

1) ANPMB confers 98-99% protection to Al-Mg alloy in hydrochloric acid at 0.8% inhibitor concentration.
2) The adsorption follows Langmuir isotherm.
3) The heat of adsorption and free energy of adsorption are negative while the entropy of adsorption is positive. The free energy of adsorption are more negative in the case of very good inhibitor. The positive values of the entropy of adsorption suggest that the adsorption is a spontaneous process.
4) Activation energy is higher in the presence of inhibitor compared to that in plain acid.

The presence of iminic group (> C = N –) and methoxy group (–OCH₃) in the molecule, appeared to be the main factor enhancing chemisorption of an inhibitor.
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Mechanism of inhibition

Organic compounds containing one or more polar units, which may be regarded as the reaction centre/centres for the chemisorption process function as corrosion inhibitors. The adsorption bond strength is determined by the electron density on the atom (e.g., N, S, O, etc.) acting as the reaction centre and by the polarisibility of the unit. Thus, organic corrosion inhibitors are adsorbed on the bulk metal, M, forming a charge transfer complex between their polar atoms and the metal;

\[ M + R \cdot X \rightarrow M : XR. \]

The size, shape and orientation of the molecule, and the electronic charge on the molecule determine the degree of adsorption and that way the effectiveness of the inhibitor.

The structure of the inhibitor shows that it has three anchoring site (one iminic group > C = N –, and two aromatic rings, among the one having methoxy –OCH₃ group attached) and they show good inhibitive power when present in sufficient amounts. It is assumed that the compound form onium ions in acidic media and move to the cathodic regions, then adsorption will take place through the iminic nitrogen (> C = N –) and also through the delocalized π-electrons of the benzene moiety, and gives good protection.

The results show that ANPMB is the effective inhibitor and this may be traced to the fact that the –OCH₃ group (+R, –I) supplies electron density to the aromatic benzaldehydic ring and thus the delocalized π-electrons of this ring help in the chemisorption of the compound with stronger bonds and gives better protection.

CONCLUSION

1) ANPMB confers 98-99% protection to Al-Mg alloy in hydrochloric acid at 0.8% inhibitor concentration.
2) The adsorption follows Langmuir isotherm.
3) The heat of adsorption and free energy of adsorption are negative while the entropy of adsorption is positive. The free energy of adsorption are more negative in the case of very good inhibitor. The positive values of the entropy of adsorption suggest that the adsorption is a spontaneous process.
4) Activation energy is higher in the presence of inhibitor compared to that in plain acid.

The presence of iminic group (> C = N –) and methoxy group (–OCH₃) in the molecule, appeared to be the main factor enhancing chemisorption of an inhibitor.
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ABSTRACT

The graft copolymerization of butyl acrylate (BA) onto sodium salt of partially carboxymethylated guar gum (Na-PCMGG, DS = 0.497) has been carried out using ceric ammonium nitrate (CAN) as a redox initiator in an aqueous medium. The optimal reaction conditions have been evaluated by successively varying reaction conditions viz. amount of the backbone, concentrations of initiator, nitric acid and monomer as well as reaction time and temperature. The influence of various reaction conditions on the grafting yields have also been discussed. The experimental results have been analyzed according to the kinetics scheme of graft copolymerization proposed earlier and results are found to be in very good agreement. The reactivity of butyl acrylate toward graft copolymerization has been compared with that of literature data reported in the case of other vinyl monomers and plausible explanation has been furnished. TGA/DSC techniques have been used to study the thermal behaviour of Guar Gum, Na-PCMGG, (DS = 0.497), Na-PCMGG-g-PBA and PBA samples and the results are discussed. The spectroscopic (IR) and Scanning Electron Microscopy (SEM) methods have been used to prove grafting.
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INTRODUCTION

Grafting reactions provide a potential route for significantly altering the physical and the chemical properties of a substrate polymer to specific end uses. Modification of guar gum properties by graft copolymerization of vinyl monomers using different initiating systems have been the subject of research for the last decade [1-6]. However, the data on grafting of vinyl monomers onto sodium salt of partially carboxymethylated guar gum (Na-PCMGG) are scanty. As a part of our comprehensive research programme we have, therefore, successfully carried out the modification of Sodium salt of Partially Carboxymethylated Guar Gum (Na-PCMGG, DS = 0.497) by grafting of methyl acrylate (MA) [7], acrylonitrile (AN) [8], methyl methacrylate (MMA) [9] and ethyl methacrylate (EMA) [10] using ceric ammonium nitrate (CAN) as a redox initiator. We have also used CAN as a photoinitiator and successfully grafted MMA onto Na-PMGG (DS = 0.291) [11]. Recently, we have also compared the reactivity of different vinyl monomers towards grafting [12] and studied the effects of substrate structure and liquor ratio on percentage grafting [13] using the optimum reaction conditions established for affording maximum percentage of grafting of different vinyl monomers onto Na-PCMGG (DS = 0.497).

In the present investigation, we report the evaluation of the optimal reaction conditions for affording maximum percentage of grafting in the case of grafting of butyl acrylate (BA) onto Na-PCMGG (DS = 0.497) using CAN as a redox initiator and the results regarding characterization of the graft copolymer sample by IR, SEM and TGA/DSC techniques. This has been done not only to arrive at a good understanding of the kinetics and mechanism of grafting but also to obtain the basic information needed for the improvement of the products.

EXPERIMENTAL

Materials

Guar Gum (GG) was kindly supplied by H.B. Gum Industries Pvt. Ltd.; Kaliol (Gujarat/India). The method of preparation and purification as well as the measurement of degree of substitution (DS) of the Na-PCMGG were followed as described earlier [14-15]. The DS of Na-PCMGG sample was found to be 0.497. Butyl acrylate (BA) (Chiti-Chem. Corp; Baroda, Gujarat State, India) was purified by extracting with aqueous sodium hydroxide solution and dried over sodium sulfate. The stabilizer free monomer was distilled and the middle fraction was used. Ceric Ammonium Nitrate and analar grade nitric acid (both Qualigens, Glaxo India Ltd.) were used without further purification. All other reagents and solvents used in the present work were of reagent grade. The nitrogen gas was purified by passing through fresh pyrogallol solution. The low conductivity water was used for the preparation of solutions as well as for polymerization reactions.

Graft Copolymerization

A 500 mL three-necked flask equipped with mechanical stirrer, reflux condenser and a glass inlet-system was immersed in a constant temperature bath for grafting reactions. In a typical reaction, varying amount (0.5g to 3.0g, dry basis) of Na-PCMGG (DS = 0.497) was dissolved in low conductivity water (100 mL) with constant stirring and bubbling a slow stream of nitrogen gas for 1h at the desired temperature (15°C to 50°C). Freshly prepared 10 mL solution of CAN (1.0 X 10 M to 8.0 X 10 M) in nitric acid (nil to 0.8 M) was added and stirred for 20 min. Nitrogen gas was continuously passed through the reaction solution and freshly distilled BA (0.075 M to 0.70 M) was added. The grafting reactions were carried out for varying time intervals (0.5h to 10h). After the completion of the reaction, the mixture was immediately poured into excess of methanol. The crude copolymer product was filtered, repeatedly washed with nitric acid as well as 95% methanol and finally washed with pure methanol. The crude copolymer thus obtained was dried to constant weight in a vacuum oven at 40°C.

Extraction of Homopolymer

The coprecipitated ungrafted homopolymer, was extracted with acetone, in a soxhlet apparatus, for 48h to extract polybutylacrylate (PBA) from the crude graft copolymer. After complete removal of homopolymer, the pure graft copolymer was dried at 40°C under vacuum to a constant weight.

Isolation of Grafted Chains

The graft copolymer of Na-PCMGG (DS = 0.497) containing PBA was hydrolyzed by refluxing it for 12h in 1N

*Corresponding author: drjignesh2575@yahoo.co.in
The reaction conditions studied included amount of Na-PCMGG, concentrations of ceric ammonium nitrate (CAN), nitric acid (HNO$_3$) and monomer (BA) as well as reaction time and temperature.

Effect of Backbone concentration

The influence of backbone concentration on the grafting yields is represented in Fig. 1. It can be seen from this figure that %G consistently decreases with the increasing amount of Na-PCMGG but the value of %GE remains almost constant over the whole range of Na-PCMGG studied. The observed variation in %G could be attributed to the fact that even though with the increase in Na-PCMGG concentration the weight of the grafted side chains may increase but the decrease in the monomer-to-backbone ratio lowers %G. In addition to this, large number of Na-PCMGG macroradicals interact with each other to terminate the reaction as a result of which the termination rate of graft copolymerization becomes faster compared to that of initiation thereby also lowering %G. Similar results are also reported in the case of grafting of butyl acrylate onto gelatin [18], acrylonitrile onto sodium alginate [19] as well as onto sodium salt of partially carboxymethylated guar gum [8].

Effect of Initiator Concentration

Fig. 2 shows the influence of the initiator concentration on the grafting yields. The value of %G increases with increasing ceric-ion concentration and reaches a maximum value of 186.38 at [Ce]$^{4+}$ = 0.06 mol/L but with further increase in [Ce]$^{4+}$, % G decreases. However, the value of %GE remains almost constant over the whole range of initiator concentration studied. The observed increase in % G within the initiator concentration range of 0.01-0.06 mol/L may be due to the fact that within this concentration range the increasing concentration of ceric ions results in an increase in the total number of the complex Na-PCMGG-ceric ions which decompose to give more active sites on the backbone upon which grafting of BA takes place. Beyond [Ce]$^{4+}$ = 0.06 mol/L, the observed decrease in %G is attributed to the fact that at higher concentration of the initiator the complex formation between the monomer and ceric ion assumes predominance over that between Na-PCMGG and ceric ion leading to the formation of homopolymer at the cost of grafting. Similar results are also observed in the literature [10, 19-21].

Effect of Nitric acid Concentration

The effect of nitric acid concentration on the grafting yields is shown in Fig. 3. Even at the zero concentration of nitric acid interestingly higher value of grafting is observed which is due to the fact that even in the absence of acid in an aqueous medium Na-PCMGG swells to a greater extent making the functional groups of Na-PCMGG more accessible towards grafting. As seen from this figure there exists an optimum concentration of HNO$_3$ = 0.2 M. Beyond this optimum value, the value of % G decreases and approaches the value which is even lower than in the absence of acid. The ceric-ion exists as Ce$^{4+}$, [Ce(OH)$_3$]$^{3+}$ and [Ce-O-Ce]$^{3+}$ in an aqueous solution and the concentrations of these species vary with the concentration of acid. The species like Ce$^{3+}$ and [Ce(OH)$_3$]$^{3+}$ having smaller sizes facilitate the formation of a complex with Na-PCMGG resulting in an increase in %G as observed in Fig. 3. However, beyond the optimum concentration in addition to these species, an abundance of hydrogen protons which are generated at higher acid concentration accelerate the termination of growing grafted chains resulting in a decrease in %G as evidenced in Fig. 3. Moreover, ceric ion leads to the oxidative termination of the growing monomeric chains as per the following reaction [22-25]:

$$\text{Ce}^{4+} + \text{Mn} \rightarrow \text{Ce}^{3+} + \text{Mn}^{2+} + \text{H}^+$$

as a result of which also the decrease in %G is observed beyond the optimum concentration.
Effect of Monomer Concentration

The effect of butyl acrylate concentration on the grafting yields is shown in Fig. 4. It can be seen from this figure that with an increase in the monomer concentration the value of percentage grafting increases and reaches a maximum value of 128.44% at \([\text{BA}] = 0.3 \text{ mol/L}\). However, further increase in monomer concentration leads to a decrease in %G. On the other hand the value of %GE decreases very slowly up to the optimum concentration of the monomer and remains almost constant with further increase in the monomer concentration. The observed decrease in %G with increasing monomer concentration could be ascribed to the greater availability of grafting sites to monomer. However, the decreasing trend of %G beyond \([\text{BA}] = 0.3 \text{ mol/L}\) is due to the competition between the homopolymerization and grafting where the former prevails over the latter at higher monomer concentration. In addition to this the excess monomer will also shield the graft copolymer radicals which are formed leading to inhibition of the rate of graft copolymerization. Similar results are also reported in the case of grafting of MMA onto silk fibers [26] as well as onto sodium salt of partially carboxymethylated guar gum [9].

Effect of Reaction Time

The results of Fig. 5 show the effect of the reaction time on the grafting yields. It can be observed from this figure that a value of 104.68% has been obtained for percentage grafting during first half an hour but thereafter the value increases up to a maximum of 125.36% within 2h. The increase in %G is due to the increase in the number of grafting sites on the Na-PCMGG backbone as reaction progresses. However, beyond the optimum value of reaction time i.e. 2h, the value of %G decreases which is attributed to the depletion of monomer and initiator as well as shortage of the available grafting sites. When the reaction progresses, as observed from this figure the %G increases, even though the value of %GE decreases up to 2h because homopolymer is still forming. However, after 2h it is found to be increased up to 3h beyond which it almost levels off.

Fig. 6 represents the plot of log%G versus log(time) from which it can be seen that %G increases linearly for the first 2h, beyond which it decreases indicating that 2h is the optimum time for grafting.

Effect of Temperature

Fig. 7 represents the results regarding the influence of temperature on the grafting yields. As it can be seen from this
figure that %G remains almost constant up to 30°C and then decreases slowly up to 35°C beyond which it increases continuously up to 50°C. On the other hand, %GE remains almost constant from the very beginning up to 40°C and then decreases very slowly with further rise in temperature. The observed increase in percentage grafting beyond 35°C can be attributed to the faster decomposition of Na-PCMGG-Ceric complex so that more active sites are generated on the backbone leading to the increase in the rates of initiation and propagation of grafting. However, the observed decrease in %GE beyond 40°C could be ascribed to the fact that at higher temperature graft copolymerization occurs with poor selectivity.

**Effect of Liquor Ratio**

The results regarding the influence of liquor ratio on %G are tabulated in Table 1. It can be observed from this table that there is a continuous increase in %G from 102.50% to 144.68%, at a slower rate with the increase in the liquor ratio from 50 to 300 ml. soln/g. Na-PCMGG, except for the liquor ratio value 75. This observation can be explained on the basis of the fact that as the value of the liquor ratio decreases, the viscosity of medium increases which, in turn, hinders the movement of free radicals thereby decreasing %G. Thus, from the above discussion the optimized reaction conditions evaluated in the graft copolymerization of BA are: Na-PCMGG (DS = 0.497) = 2.0 g (dry basis); [CAN] = 0.06 mol/L, [HNO₃] = 0.20 mol/L, [BA] = 0.30 mol/L; Time = 2 h; Temperature = 40°C; Volume of Water = 133.55 ml; and Total Volume = 150 ml.

**Table 1 : Effect of Liquor ratio on % grafting of butyl acrylate (BA) onto Sodium salt of Partially Carboxymethylated Guar Gum (Na-PCMGG),**

<table>
<thead>
<tr>
<th>Liquor ratio mL soln/g, Na -PCMGG</th>
<th>%Grafting (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300 : 1</td>
<td>144.68</td>
</tr>
<tr>
<td>150 : 1</td>
<td>121.99</td>
</tr>
<tr>
<td>100 : 1</td>
<td>113.07</td>
</tr>
<tr>
<td>75 : 1</td>
<td>106.52</td>
</tr>
<tr>
<td>60 : 1</td>
<td>109.84</td>
</tr>
<tr>
<td>50 : 1</td>
<td>102.50</td>
</tr>
</tbody>
</table>

*mL solution per g Na-PCMGG = Varied as shown; [CAN] = 0.013 mol/L; [HNO₃] = 0.10 mol/L; [BA] = 0.075 mol/L; Time = 4 h; Temperature = 35°C; Volume of Water = 138.40 ml; Total Volume = 150 ml.

**Kinetics and Mechanism**

The hydroxyl groups and carboxylate anions which are present in Na-PCMGG form a complex with ceric-ions and the complex may dissociate giving rise to free radicals onto Na-PCMGG. The mechanism of free radical graft copolymerization of BA onto Na-PCMGG (DS = 0.497) is expected to proceed according to the scheme, which has been proposed earlier by us [27]. The present experimental results, as tabulated in Tables 2 and 3, have been treated in light of the proposed kinetic scheme and accordingly the plot of R_p versus [CAN] should be linear at lower [CAN]. Such type of typical plot obtained in the present case is shown in Fig. 8 which is found to be linear at lower [CAN], indicating that termination takes place by recombination of double radicals.

However, the plot deviates from linearity at higher initiator concentration further indicating that the termination occurs by single radical leading to the decrease in the rate of graft copolymerization. The influence of the concentration of the monomer (BA) as well as that of the initiator (CAN) on the overall rate of polymerization (R_p) as expected from the relationship derived earlier [27] is exemplified in Fig. 9. As evident, the plots of R_p versus [BA] and R_p versus 1/[Ce³⁺] are found to be linear for the present case, supporting the proposed kinetic scheme [27].

**Table 2 : Rates of graft copolymerization (R_p) and polymerization (R_g) for grafting of BA onto Na-PCMGG (DS = 0.497) at various initiator concentrations.**

<table>
<thead>
<tr>
<th>[CAN] X 10^{-3} (mol.L^{-1})</th>
<th>R_p X 10^{-6} (mol.L^{-1}.s^{-1})</th>
<th>R_g X 10^{-6} (mol.L^{-1}.s^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>4.06</td>
<td>3.90</td>
</tr>
<tr>
<td>13.0</td>
<td>4.57</td>
<td>4.41</td>
</tr>
<tr>
<td>20.0</td>
<td>5.19</td>
<td>4.88</td>
</tr>
<tr>
<td>30.0</td>
<td>5.56</td>
<td>5.26</td>
</tr>
<tr>
<td>40.0</td>
<td>6.31</td>
<td>5.96</td>
</tr>
<tr>
<td>60.0</td>
<td>7.00</td>
<td>6.73</td>
</tr>
<tr>
<td>80.0</td>
<td>5.71</td>
<td>5.54</td>
</tr>
</tbody>
</table>

*Na-PCMGG (DS = 0.497) = 1.0 g (dry basis), [CAN] = Varied as shown; [HNO₃] = 0.10 mol/L; [BA] = 0.075 mol/L; Time = 4h; Temperature = 35°C; Volume of water = 138.40 mL and Total volume = 150 mL.

**Table 3 : Rate of polymerization (R_g) for grafting of BA onto Na-PCMGG (DS = 0.497) at various monomer concentrations.**

<table>
<thead>
<tr>
<th>[BA] (mol.L^{-1})</th>
<th>R_p X 10^{6} (mol.L^{-1}.s^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.075</td>
<td>4.57</td>
</tr>
<tr>
<td>0.200</td>
<td>4.71</td>
</tr>
<tr>
<td>0.300</td>
<td>4.93</td>
</tr>
</tbody>
</table>

*Na-PCMGG (DS = 0.497) = 1.0 g (dry basis), [CAN] = 0.013 mol/L; [HNO₃] = 0.10 mol/L; [BA] = Varied as shown; Time = 4h; Temperature = 35°C; Volume of water = 138.40 mL and Total volume = 150 mL.
REACTIVITY OF VINYL MONOMERS

The maximum values of the grafting yields evaluated in the present case, under the evaluated optimum reaction conditions as discussed above, are tabulated in Table 4 along with those obtained in the case of grafting of MA and MMA onto Na-PCMGG (DS = 0.497) earlier [7, 9] with a view to compare the reactivity of different vinyl monomers towards grafting. The perusal of the results of Table 4 shows the reactivity of different vinyl monomers varies towards grafting as per the following order:

MA > MMA > BA

With MMA, the extra –CH₃ at the vinylic position probably offers some more steric hindrance than MA and this is why MMA is found to be less reactive than MA. In the case of BA, the butyl group attached to the ester moiety offers greater steric hindrance making it less reactive than MMA towards grafting onto Na-PCMGG (DS = 0.497).

EVIDENCE OF GRAFTING

IR spectra of Na-PCMGG (DS = 0.497) and its graft copolymer, Na-PCMGG-g-PBA (not shown) have been compared to ascertain grafting. The IR spectrum of Na-PCMGG-g-PBA showed absorption bands of Na-PCMGG as well as an additional strong absorption band at ~1730 cm⁻¹ assigned to C=O stretching of ester group (−COOCH₃), characteristic of the methacrylates. Moreover, the graft copolymer was hydrolyzed in order to isolate grafted PBA chains and the IR spectrum (not shown) of it showed the presence of C=O stretching at ~1730 cm⁻¹ indicating that hydrolysis of the graft copolymer gives back butyl acrylate. This also provides a substantial evidence of grafting of BA onto Na-PCMGG (DS = 0.497).

Fig. 10 and 11 represent the scanning electron micrographs of Na-PCMGG (DS = 0.497) and Na-PCMGG-g-PBA respectively. Upon comparison of the scanning electron micrograph of Na-PCMGG-g-PBA (Fig. 11) with that of the ungrafted sample (Fig. 10) it is clearly evident that the grafted chains (PBA) have drastically changed the topology of the sample Na-PCMGG indicating that grafting has taken place.

Table 4 : Maximum values of the grafting yields obtained in the case of grafting of different vinyl monomers onto Sodium salt of Partially Carboxymethylated Guar Gum (Na-PCMGG, DS = 0.497) under the optimum reaction conditions*.

<table>
<thead>
<tr>
<th>Monomer</th>
<th>%Grafting (G)</th>
<th>%Grafting Efficiency (GE)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA</td>
<td>206.00</td>
<td>85.99</td>
<td>7</td>
</tr>
<tr>
<td>MMA</td>
<td>172.38</td>
<td>97.15</td>
<td>9</td>
</tr>
<tr>
<td>BA</td>
<td>150.15</td>
<td>82.51</td>
<td>Present Work</td>
</tr>
</tbody>
</table>

Optimum Reaction Conditions for :

(a) MA :
    - Na-PCMGG (DS = 0.497) = 0.5 g (dry basis), [CAN] = 0.06 mol/L; [HNO₃] = 0.40 mol/L; [MA] = 0.147 mol/L;
    - Time = 3h; Temperature = 30°C; Volume of water = 138 mL and Total volume = 150 mL.
(b) MMA:
    - Na-PCMGG (DS = 0.497) = 1.0 g (dry basis), [CAN] = 0.03 mol/L; [HNO₃] = 0.20 mol/L; [MMA] = 0.222 mol/L;
    - Time = 4h; Temperature = 25°C; Volume of water = 136.45 mL and Total volume = 150 mL.
(c) BA:
    - Na-PCMGG (DS = 0.497) = 2.0 g (dry basis), [CAN] = 0.06 mol/L; [HNO₃] = 0.20 mol/L; [BA] = 0.30 mol/L;
    - Time = 2h; Temperature = 40°C; Volume of water = 133.55 mL and Total volume = 150 mL.

Thermogravimetric Analysis (TGA)

Fig. 12 represents the primary thermograms for Guar Gum and Na-PCMGG (DS = 0.497), obtained at a scan rate of 10°C/min in an inert atmosphere. The overall degradation of Guar Gum (Fig. 12) involves only single step. The sample begins to decompose at 175°C, rapidly loses 60% of its weight up to 285°C. Beyond 285°C, the weight loss is slow and gradual up to about 700°C, leaving 16% residual weight. In the temperature range 285°C-700°C, the sample loses 24% of its original weight. The maximum rate of weight loss occurs at 275°C. It can be further seen from this figure that the single step degradation of Na-PCMGG sample begins at 100°C and proceeds at a faster rate up to 270°C and the sample loses 45% of its original weight at this temperature. However, beyond this temperature degradation proceeds at a very slow rate up to 570°C. This temperature range (i.e. 270-570°C) involves about 18% weight loss. With further increase in temperature, the degradation is found to occur at a relatively fast rate up to 700°C, compared to the degradation found to be proceeded in the earlier temperature range. The temperature at which the maximum rate of weight loss occurs is 265°C. The overall degradation leaves about 14.5% residue. Figure 13 represents the primary thermograms obtained for Na-PCMGG (DS = 0.497), Na-PCMGG-g-PBA (%G = 150.15) and PBA at a scan rate of 10°C/min in an inert atmosphere. It is evident from this figure that the overall degradation of Na-PCMGG-g-PBA exhibits two steps. The sample begins to
decompose at about 130°C and loses its weight very rapidly up to 310°C during which the sample loses 45% of its weight. The second decomposition step is immediately followed and found to be proceeded with a slow rate up to 420°C involving about 31% weight loss. The maximum rates of weight loss for the first and second decomposition steps are 245°C and 350°C respectively. The degradation is completed at about 420°C leaving behind about 23% residual weight. On the other hand in the case of PBA, the overall degradation exhibits only single step which commences from 180°C, followed by a very slow decrease in weight upto 315°C. Beyond 315°C, there is a steep weight loss involving about 69% upto 375°C, with a maximum rate of weight loss at 345°C. With further increase in temperature beyond 375°C, the degradation proceeded slowly up to 490°C. The sample leaves about 4.5% char yield.

The temperature characteristic values as well as the Integral Procedural Decomposition Temperature (IPDT) values of Guar Gum, Na-PCMGG (DS = 0.497), Na-PCMGG-g-PBA (%G = 150.15) and PBA are tabulated in Table 5. The examination of IPDT values indicates that the overall thermal stability of Guar Gum has been increased upon its carboxymethylation which may be due to the introduction of the polar groups into guar gum leading to the increased inter-molecular and intra-molecular interactions which ultimately imparts higher thermal stability to it. However, the observed decrease in the thermal stability of the graft copolymer i.e. Na-PCMGG-g-PBA compared to Na-PCMGG (DS = 0.497) is attributed to the tendency of the polyacrylates to undergo depolymerization upon pyrolysis [28].

Table 5: Thermal Analysis of Guar Gum, Na-PCMGG (DS = 0.497), Na-PCMGG-g-PBA (%G = 150.15) and PBA samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Thermogravimetric Analysis Data</th>
<th>Transition Data from DSC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>T1°C (IDT)</td>
<td>T2°C (FDT)</td>
</tr>
<tr>
<td>Guar Gum</td>
<td>175</td>
<td>700</td>
</tr>
<tr>
<td>Na-PCMGG</td>
<td>160</td>
<td>700</td>
</tr>
<tr>
<td>Na-PCMGG-g-PBA (%G = 150.15)</td>
<td>130</td>
<td>420</td>
</tr>
<tr>
<td>PBA</td>
<td>180</td>
<td>490</td>
</tr>
</tbody>
</table>

**Differential Scanning Calorimetry**

The transition temperature data of Guar Gum, Na-PCMGG (DS = 0.497), Na-PCMGG-g-PBA (%G = 150.15) and PBA samples obtained from their respective DSC thermograms (not shown) are also tabulated in Table 5. It can be observed from the results of this table that Guar Gum shows an endothermic peak at 145.15°C and an exothermic peak at 308.44°C. The observed endothermic peak may be due to the melting of guar gum and the exothermic peak is due to the decomposition of it. On the other hand for the case of Na-PCMGG sample the endothermic transition appeared at 177.50°C and the exothermic transition observed at 282.18°C are attributed respectively to the melting and the decomposition of the sample. The endothermic peak observed at 133.70°C and the exothermic transition appeared at 269.44°C in the case of the Na-PCMGG-g-PBA sample is attributed to the gross melting and the decomposition of the sample. It is interesting to note that the DSC studies in comparison with TGA results also confirm the decrease in the thermal stability of Na-PCMGG due to grafting of BA onto it.

**CONCLUSIONS**

The optimized reaction conditions have been evaluated successfully in the case of grafting of butylacrylate onto Na-PCMGG (DS = 0.497) using CAN as a redox initiator. The effect of various reaction conditions on the grafting yields has been discussed. The experimental results are found to be in very good agreement with the kinetic scheme proposed earlier. The reactivity of BA towards grafting has been compared with other monomers and the plausible explanation has been furnished. TGA/DSC techniques have been used to characterize Guar Gum as well as Na-PCMGG (DS = 0.497) and its graft copolymer (Na-PCMGG-g-PBA) and the results are discussed. The overall thermal stability of Guar Gum has been increased upon its carboxymethylation but it is decreased upon grafting of BA onto Na-PCMGG (DS = 0.497). DSC studies also confirm about the decrease in the thermal stability of Na-PCMGG upon grafting of BA onto it. The evidence of grafting has been successfully ascertained by the spectroscopic (IR) and SEM techniques.
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ABSTRACT

Fluoxetine hydrochloride (FH) and Olanzapine (OZ) combined tablet dosage form is used for the treatment of depressive episodes associated with bipolar disorder, called as manic depressive illness. Two spectrophotometric procedures for simultaneous estimation of FH and OZ in pharmaceutical formulation are developed. In the present investigation an attempt has been made to develop rapid and cost-effective procedures for simultaneous estimation of FH and OZ in pharmaceutical formulation. The first method is based on Vierodt’s simultaneous equation method in which selected wavelengths are 225 nm and 258 nm, the wavelength maxima of FH and OZ, respectively. Additivity principle for the absorbances of FH and OZ at these selected wavelengths was validated. The second method is absorbance ratio method, wherein selected wavelengths are 236 nm and 258 nm, iso-absorptive point of both drugs and wavelength maximum of OZ, respectively. The adherence to Beer’s law for both the drugs was checked by validating the linearity range at the selected wavelengths. The proposed methods were successfully applied to the estimation of FH and OZ in tablet formulations. The results suggested that the proposed procedures can be used for routine quality control of tablets containing FH and OZ.

Keywords: simultaneous equation, absorbance ratio, fluoxetine hydrochloride, olanzapine, tablets

1. INTRODUCTION

Fluoxetine hydrochloride (FH) is a selective serotonin reuptake inhibitor which is one of the commonly prescribed drugs for treating depression[1]. Chemically, it is d,l-N-methyl-3-phenyl-3-[α- trifluoro-p-tolyl)oxy] propyl amine hydrochloride. A survey of literature revealed that spectrophotometric[2,3], spectrofluorimetric[4,5], electrochemical[6], gas chromatography[7] and liquid chromatography [8-10] methods are reported for determination of FH from pharmaceutical formulation. Olanzapine (OZ), 2-methyl-4-(4-methyl-1-piperazinyl)-10H[2,3-b][1,5]benzdiazepine, is an antipsychotic medicine[11]. Spectrophotometric[12-16], linear voltametric[15], HPLC[15-17], capillary zone electrophoresis[16] methods are reported for determination of OZ from pharmaceutical dosage form. The chemical structures of FH and OZ are shown in Figure 1.

Figure 1 : Chemical structures of fluoxetine hydrochloride and olanzapine

FH in combination with OZ is used in treatment of depressive episodes associated with bipolar disorder[18]. This combination of FH and OZ produce robust and sustained increases of extracellular levels of dopamine and norepinephrine, which were significantly greater than with either drug alone[19]. This combination drugs are available in tablet dosage form in the market. The combination of FH and OZ is not official in any pharmacopoeia. HPLC[20-23] and HPTLC[22,23] methods were reported in the literature for simultaneous determination of FH and OZ from combined dosage forms. However, the methods reported for simultaneous determination of these two drugs are found to be comparatively expensive and time consuming. No spectrophotometric method has been reported for the simultaneous determination of FH and OZ from combined dosage form. In the present investigation an attempt has been made to develop rapid and cost-effective procedures for simultaneous determination of FH and OZ in tablet dosage forms. The developed procedures are based on Vierodt’s simultaneous equation and absorbance ratio methods. The proposed procedures were successfully applied for simultaneous determination of FH and OZ in tablet formulations that are available in market.

2. EXPERIMENTAL

2.1 Instrumentation

A double beam HE-λIOS α UV/Visible spectrophotometer with two matched quartz cells of 1 cm path length was used for spectral measurements.

2.2 Chemicals and reagents

Fluoxetine hydrochloride (gift sample from Cadila Healthcare Pvt. Ltd., Ahmedabad, INDIA) and olanzapine (gift sample from Mangalam Organic Pvt. Ltd., Vapi, INDIA), hydrochloric acid (AR Grade, Finar Chemicals (India) Pvt. Ltd., Ahmedabad, India) and distilled water were used for the present study.

2.3 Preparation of stock solutions

FH powder (100 mg) was accurately weighed and transferred to a 100 mL volumetric flask. It was dissolved and...
diluted to 100 mL with 0.1 N hydrochloric acid solution to obtain a stock solution of FH with final concentration of 1 mg/mL.

OZ powder (100 mg) was accurately weighed and transferred to a 100 mL volumetric flask. It was dissolved and diluted to 100 mL with 0.1 N hydrochloric acid solution to obtain a stock solution of OZ with final concentration of 1 mg/mL.

2.4 Preparation of working standard solutions

Stock solution of FH (10 mL) was transferred to a 100 mL volumetric flask and diluted to 100 mL with 0.1 N hydrochloric acid solution to obtain working standard solution of FH with final concentration of 100 μg/mL.

Stock solution of OZ (10 mL) was transferred to a 100 mL volumetric flask and diluted to 100 mL with 0.1 N hydrochloric acid solution to obtain working standard solution of OZ with final concentration of 100 μg/mL.

2.5 Procedure I – Simultaneous equation method

2.5.1 Wavelength selection

The standard solutions of FH (10 µg/mL) and OZ (2.5 µg/mL) were scanned in the range of 200 to 400 nm to record the spectra. The wavelength maxima of FH and OZ were determined from the spectra recorded.

2.5.2 Calibration curve for FH

Aliquots of working standard solution of FH (4, 8, 16, 24 and 30 mL) were transferred to series of 100 mL volumetric flask. The volume was made up to the mark with 0.1 N hydrochloric acid solution to obtain final concentration of 4, 8, 16, 24 and 30 μg/mL, respectively. The absorbance of each resulting solution was measured at 225 nm against 0.1 N hydrochloric acid solution. Calibration curve was constructed by plotting absorbance of FH against respective concentration. Regression equation for FH was calculated from calibration curve of FH.

2.5.3 Calibration curve for OZ

Aliquots of working standard solution of OZ (1, 2, 4, 8 and 12 mL) were transferred to series of 100 mL volumetric flask. The volume was made up to the mark with 0.1 N hydrochloric acid solution to obtain final concentration of 1, 2, 4, 8 and 12 µg/mL, respectively. The absorbance of each resulting solution was measured at 258 nm against 0.1 N hydrochloric acid solution. Calibration curve was constructed by plotting absorbance of OZ against respective concentration. Regression equation for OZ was calculated from calibration curve of OZ.

2.5.4 Validation of additivity principle

Working standard solutions of FH (16, 20, 24, 16, 20 and 24 mL) and OZ (4, 5, 6, 8, 10 and 12 mL) were transferred in series of 100 mL volumetric flasks, respectively. The mixture was shaken for 2 min and volume was made up to mark with 0.1 N hydrochloric acid solution. The absorbance of the resulting solutions was measured at 225 nm and 258 nm against 0.1 N hydrochloric acid solution. The observed values of absorbance were compared with values calculated from regression equations derived from calibration curves of FH and OZ at 225 and 258 nm, respectively.

2.6 Procedure II – Absorbance ratio method

2.6.1 Wavelength selection

The zero order spectra of FH and OZ were overlaid in spectrum SCAN mode. The iso-absorptive point was determined using TRACK function.

2.6.2 Calibration curve for FH

Aliquots of working standard solution of FH (8, 16, 20, 24 and 30 mL) were transferred to series of 100 mL volumetric flask. The volume was made up to the mark with 0.1 N hydrochloric acid solution to obtain final concentration of 8, 16, 20, 24 and 30 µg/mL, respectively. The absorbance of each resulting solution was measured at 236 and 258 nm against 0.1 N hydrochloric acid solution. Calibration curve was constructed by plotting absorbance of FH at selected wavelengths against respective concentration. Regression equations for FH were calculated from calibration curves of FH at 236 and 258 nm.

2.6.3 Calibration curve for OZ

Aliquots of working standard solution of OZ (2, 4, 8, 12 and 16 mL) were transferred to series of 100 mL volumetric flask. The volume was made up to the mark with 0.1 N hydrochloric acid solution to obtain final concentration of 2, 4, 8, 12 and 16 µg/mL, respectively. The absorbance of each resulting solution was measured at 236 and 258 nm against 0.1 N hydrochloric acid solution. Calibration curve was constructed by plotting absorbance of OZ at selected wavelengths against respective concentration. Regression equations for OZ were calculated from calibration curves of OZ at 236 and 258 nm.

2.7 Analysis of sample

Twenty tablets were accurately weighed and finely powdered. Tablet powder equivalent to 5 mg of OZ was accurately weighed and transferred to 100 mL volumetric flask and 20 mL of 0.1 N hydrochloric acid solution was added. The mixture was sonicated for 30 min, diluted to 100 mL with 0.1 N hydrochloric acid solution and filtered through Whatman filter paper No. 41. The absorbance of resulting solution was measured at 225 and 258 nm for simultaneous equation method and at 236 and 258 nm for absorbance ratio method. The concentration of FH and OZ were found by fitting values of absorbance in the corresponding equations of simultaneous equation method and absorbance ratio method.

3. RESULTS AND DISCUSSION

3.1 Simultaneous equation method

In this method, both the components (FH and OZ) were quantified using simultaneous equation to resolve the interference due to spectral overlapping of two components.

3.1.1 Wavelength selection

Wavelength maxima (λmax) of FH and OZ in 0.1 N hydrochloric acid solution was selected for generation of simultaneous equation. The λmax of FH and OZ were found to be 225 and 258 nm, respectively (Figure 2).

3.1.2 Linearity of FH and OZ

The linearity of FH at 225 nm was found to be in the range of 4-30 µg/mL. The co-relation co-efficient was found to be

---

Table 1: Linearity data for FH at 225 nm and OZ at 258 nm (n=5)

<table>
<thead>
<tr>
<th>Concentration (µg/mL)</th>
<th>FH Absorbance (Mean± S.D.)</th>
<th>% C.V.</th>
<th>OZ Concentration (µg/mL)</th>
<th>OZ Absorbance (Mean± S.D.)</th>
<th>% C.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.165±0.005</td>
<td>2.68</td>
<td>1</td>
<td>0.081±0.006</td>
<td>4.82</td>
</tr>
<tr>
<td>8</td>
<td>0.319±0.004</td>
<td>1.15</td>
<td>2</td>
<td>0.153±0.008</td>
<td>4.00</td>
</tr>
<tr>
<td>16</td>
<td>0.616±0.005</td>
<td>0.84</td>
<td>4</td>
<td>0.299±0.006</td>
<td>1.88</td>
</tr>
<tr>
<td>24</td>
<td>0.919±0.003</td>
<td>0.31</td>
<td>8</td>
<td>0.593±0.007</td>
<td>1.11</td>
</tr>
<tr>
<td>30</td>
<td>1.135±0.003</td>
<td>0.31</td>
<td>12</td>
<td>0.849±0.003</td>
<td>0.32</td>
</tr>
</tbody>
</table>
The co-relation co-efficient was found to be 0.9996. The average linear regressed equations for the corresponding curves were $y=0.0373x+0.0183$ (FH) and $y=0.0703x+0.0153$ (OZ). The linearity data for FH at 225 nm and OZ at 258 nm are shown in Table 1.

Table 2: Results of checking additivity principle for FH and OZ at 225 and 258 nm (n=5)

<table>
<thead>
<tr>
<th>Concentration (µg/mL)</th>
<th>Observed absorbance</th>
<th>Calculated absorbance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>At 225 nm</td>
<td>At 258 nm</td>
</tr>
<tr>
<td>FH</td>
<td>OZ</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>0.759</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>0.941</td>
</tr>
<tr>
<td>24</td>
<td>6</td>
<td>1.128</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>0.991</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>1.246</td>
</tr>
<tr>
<td>24</td>
<td>12</td>
<td>1.495</td>
</tr>
</tbody>
</table>

The linearity of OZ at 258 nm was found to be in the range of 1-12 µg/mL. The co-relation co-efficient was found to be 0.9996. The average linear regressed equations for the corresponding curves were $y=0.0373x+0.0183$ (FH) and $y=0.0703x+0.0153$ (OZ). The linearity data for FH at 225 nm and OZ at 258 nm are shown in Table 1.

Table 3: Absorption coefficients of FH and OZ

<table>
<thead>
<tr>
<th>Absorption coefficient (ε)</th>
<th>In $\text{mol}^{-1}\text{cm}^{-1}$</th>
<th>In $\text{mL}^{-1}\text{g}^{-1}\text{cm}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ε at 225 nm for FH</td>
<td>12000.77</td>
<td></td>
</tr>
<tr>
<td>ε at 236 nm for FH</td>
<td>4244.86</td>
<td></td>
</tr>
<tr>
<td>ε at 258 nm for FH</td>
<td>1152.89</td>
<td></td>
</tr>
<tr>
<td>ε at 225 nm for OZ</td>
<td>16582.50</td>
<td></td>
</tr>
<tr>
<td>ε at 236 nm for OZ</td>
<td>17585.16</td>
<td></td>
</tr>
<tr>
<td>ε at 258 nm for OZ</td>
<td>24000.00</td>
<td></td>
</tr>
</tbody>
</table>

3.1.3 Additivity principle

Validation of additivity principle for the absorbances of FH and OZ at 225 nm and 258 nm was performed by measuring the absorbances of mixed solution of FH and OZ in the concentration ranges of 16-24 µg/mL and 4-12 µg/mL, respectively. The observed absorbances were found to be closer to the calculated value (Table 2).

3.1.4 Simultaneous equation

Absorption coefficients were calculated for FH and OZ at 225 and 258 nm, the wavelength maxima of FH and OZ, respectively (Table 3). The simultaneous equations derived for determination of concentration of FH and OZ are (Equation-1) $CFH = (OZ1 \times A225 - OZ2 \times A258) / (FH2 \times OZ1 - FH1 \times OZ2)$ and (Equation-2) $COZ = (FH2 \times A225 - FH1 \times A258) / (FH2 \times OZ1 - FH1 \times OZ2)$, respectively, where, $CFH =$ Concentration of FH in mol/lit, $COZ =$ Concentration of OZ in mol/lit, $A225 =$ Absorbance of mixture at 225 nm, $A258 =$ Absorbance of mixture at 258 nm, $\varepsilon_{FH1}$ = Absorption coefficient of FH at 225 nm, $\varepsilon_{OZ1}$ = Absorption coefficient of OZ at 225 nm, $\varepsilon_{FH2}$ = Absorption coefficient of FH at 258 nm, $\varepsilon_{OZ2}$ = Absorption coefficient of OZ at 258 nm.

Table 4: Linearity data for FH at 236 nm and 258 nm (n=5)

<table>
<thead>
<tr>
<th>Concentration (µg/mL)</th>
<th>FH at 236 nm</th>
<th>FH at 258 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absorbance (Mean± S.D.)</td>
<td>% C.V.</td>
</tr>
<tr>
<td>8</td>
<td>0.099±0.003</td>
<td>3.096</td>
</tr>
<tr>
<td>16</td>
<td>0.195±0.004</td>
<td>2.065</td>
</tr>
<tr>
<td>20</td>
<td>0.245±0.006</td>
<td>2.388</td>
</tr>
<tr>
<td>24</td>
<td>0.296±0.004</td>
<td>1.472</td>
</tr>
<tr>
<td>30</td>
<td>0.367±0.006</td>
<td>1.680</td>
</tr>
</tbody>
</table>

Table 5: Linearity data for OZ at 236 nm and 258 nm (n=5)

<table>
<thead>
<tr>
<th>Concentration (µg/mL)</th>
<th>OZ at 236 nm</th>
<th>OZ at 258 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Absorbance (Mean± S.D.)</td>
<td>% C.V.</td>
</tr>
<tr>
<td>2</td>
<td>0.115±0.006</td>
<td>4.702</td>
</tr>
<tr>
<td>4</td>
<td>0.227±0.004</td>
<td>2.018</td>
</tr>
<tr>
<td>8</td>
<td>0.449±0.005</td>
<td>1.225</td>
</tr>
<tr>
<td>12</td>
<td>0.659±0.005</td>
<td>0.888</td>
</tr>
<tr>
<td>16</td>
<td>0.898±0.003</td>
<td>0.340</td>
</tr>
</tbody>
</table>
3.2 Absorbance ratio method

In Absorbance ratio method, absorbances were measured at the iso-absorptive wavelength and maximum absorption wavelength of one of the drugs.

3.2.1 Wavelength selection

The iso-absorptive point, wavelength at which FH and OZ show similar absorbance, was found to be 236 nm (Figure 2). The wavelength maximum of OZ, 258 nm, was selected as another wavelength for spectral measurement in absorbance ratio method.

Figure 2: Overlain spectra of FH and OZ.

Table 6: Assay of FH and OZ from combined tablet formulations

<table>
<thead>
<tr>
<th>Tablet Formulation</th>
<th>Labeled value (mg)</th>
<th>Content of FH (% Label claim)</th>
<th>Content of OZ (% Label claim)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FH</td>
<td>OZ</td>
<td>SE</td>
</tr>
<tr>
<td>OLEANZ®PLUS</td>
<td>20</td>
<td>5</td>
<td>103.21</td>
</tr>
<tr>
<td>OLEANZ®FORTE</td>
<td>20</td>
<td>10</td>
<td>101.95</td>
</tr>
<tr>
<td>OLAPADPLUS</td>
<td>20</td>
<td>5</td>
<td>98.64</td>
</tr>
</tbody>
</table>

#SE = Simultaneous equation method
$AR = $Absorbance ratio method
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INTRODUCTION

An automatic speech recognition (ASR) system consists of two main components—an acoustic model and a language model. The acoustic model of an ASR system models how a given word or “phone” is pronounced.

The language model of an ASR system predicts the likelihood of a given word sequence appearing in a language. The most common technique used for this purpose is an N-gram language model. By using both the acoustic model and the language model, the combined likelihood of the word is computed.

In order to train the acoustic model, a phonetically aligned speech database and acoustic models are required in order to automatically align a speech database. One possible method is to manually align the speech database; however, manually aligning a large speech database is very time-consuming and error-prone. Obtaining preliminary phone models for a new language is thus a demanding job. In [1], Byrne et al. have suggested techniques to create phone models for languages which do not have a lot of training data available. They have used knowledge-based and automatic phone mapping methods to create phone models for the target language, using phone models of other languages. Previous approaches [2, 3] to generate initial phone models include bootstrapping from a multilingual phone set and the use of codebook lookup.

A codebook specifies the mapping to be used while performing the bootstrapping. The generation of this codebook requires linguistic knowledge of the languages. The technique mentioned in [2] requires a system already trained in the languages. On the other hand, the method in [3] requires labeled and segmented data in the language for which the system is to be trained. Authors in [4] describe various methods of generating the Chinese phone models by mapping them to the English phone models.

This requires the collection of specific utterances of isolated monosyllabic data that is difficult for a language such as Gujarati. Moreover, it may not be the best means for initializing the phone models that are to be used in large vocabulary continuous speech recognition tasks. Cross-lingual use of recognition systems is also seen in [5], where the aim is to generate a crude alignment of words that do not belong to the language of the recognition system.

In this paper, we propose an approach for building good initial phone models through bootstrapping. We make use of the existing acoustic models of another language for bootstrapping. Following the approach proposed in [1], we define a phone mapping between the two languages to obtain an initial alignment of the target language speech data. However, in the case of Gujarati, we have special acoustic classes, e.g., nasalized vowels and stressed plosives, which require more than one phone from the base language (English) for bootstrapping. We use this aligned data to obtain initial phone models of the target language. While segmenting the aligned data for target language phones, we use a module called a lexeme context comparator, which helps in differentiating phones in the target language which were mapped to same phone in the base language. The proposed approach requires relatively lower amounts of speech data for the new language to build initial phone models.

For training the acoustic model, baseforms for the training words are required along with the initial phone models. These baseforms are also required during recognition for each word in the vocabulary. Researchers have used a pure rule-based technique for baseform builders for phonetic languages [6]. The advantage of this technique is that once all of the rules are accounted for, the accuracy is very high; however, this requires deep linguistic knowledge that may be difficult to obtain [7]. While pronunciation rules can be extracted from existing online dictionaries, existing online dictionaries for Gujarati are not exhaustive in their word coverage or on pronunciations. Additionally, each such online dictionary for Gujarati requires a specific format in which the Gujarati characters are encoded, thus making them even more difficult to use. It is easy to capture the general linguistic nature of phonetic languages, but their idiosyncrasies and exceptions are difficult to capture by rules. On the other hand, using pure statistical techniques requires a large amount of training data that is not easily available for a new language.

Different statistical approaches have been tried for baseform builders. Decision trees [8 –11], machine learning techniques [12], delimiting, and dynamic time warping (DTW) [13] are a few of the techniques that have been studied. All of the statistical techniques require a large amount of training data for respectable accuracy. Moreover, their performance is compromised for “unknown words,” typically proper nouns [9]. In order to improve the statistical techniques, other knowledge sources such as acoustics are used in conjunction with the spellings to obtain better results [14]. Pure acoustic-based baseform builders have also been built [15]. However, the techniques that use acoustics are restricted in their usage, since they require a recognition engine for the language and are better used for generating speaker-dependent pronunciations.

In this paper we present a hybrid approach that combines rule-based and statistical techniques in a novel two-step fashion. We use a rule-based technique to generate an initial set of baseforms...
and then modify them using a statistical technique. We show that this approach is extremely useful for phonetic languages such as Gujarati. The phonetic nature of the language can be exploited to a greater extent by using the rule-based approach, while the statistical technique can be used to improve on this. We experimented with two different techniques as the statistical component of our hybrid system—one of them uses modification probabilities, while the other uses context-dependent decision trees.

**BOOTSTRAPPING OF PHONE MODELS**

In the bootstrapping approach, an already existing acoustic model of a speech recognition system for a different language is used to obtain initial phone models for a new language. In the literature [2, 4], there are primarily two approaches used for bootstrapping. We explain these approaches using English as the base language and Gujarati as the new or target language.

1) **BOOTSTRAPPING THROUGH ALIGNMENT OF TARGET LANGUAGE SPEECH DATA**

In the first approach, phonetic transcription of the target language text is written using the phone set of the base language. This is achieved by using a mapping defined between the two phone sets, which are detailed in the subsection on phone set mapping. The speech data in the target language is aligned using the speech recognition system of the base language. Initial phone models for the target language can then be built from the aligned speech data. The Gujarati phone set is presented in Figure 1.

For example, BHARAT –/BHAARAXTX/ (actual); BHARAT –/BAAAXTH/ (using English phone set)

In this case, the phones /BH/ and /B/ in the target language are both mapped to phone /B/ in the base language. Hence, to initially obtain the aligned data for /BH/, the data aligned with /B/ is randomly distributed between /BH/ and /B/. Phone /TX/ in the target language is mapped to phone /TH/ in the base language.

2) **BOOTSTRAPPING THROUGH ALIGNMENT OF BASE LANGUAGE SPEECH DATA**

In the second approach, speech data of the base language itself is aligned using its speech recognition system. The aligned speech data of the base language is used as the aligned speech data for the target language using the mapping between the two phone sets. For example, BAR –/BAAAR/.

The aligned data for /B/ is randomly distributed to obtain the aligned data for /BH/ and /B/.

<table>
<thead>
<tr>
<th>Gujarati phone</th>
<th>Gujarati alphabet</th>
<th>h(y)</th>
<th>p(y)</th>
<th>Gujarati phone</th>
<th>Gujarati alphabet</th>
<th>h(y)</th>
<th>p(y)</th>
<th>Gujarati phone</th>
<th>Gujarati alphabet</th>
<th>h(y)</th>
<th>p(y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>AP</td>
<td>AA</td>
<td>D</td>
<td>AA</td>
<td>DH</td>
<td>VS</td>
<td>DH</td>
<td>DH</td>
<td>DH</td>
<td>jh</td>
<td>S</td>
</tr>
<tr>
<td>AAN</td>
<td>AP</td>
<td>AA</td>
<td>N</td>
<td>DH</td>
<td>^</td>
<td>D</td>
<td>DH</td>
<td>HH</td>
<td>HH</td>
<td>T</td>
<td>JH</td>
</tr>
<tr>
<td>AE</td>
<td>AE</td>
<td>AE</td>
<td>N</td>
<td>Z</td>
<td>DX</td>
<td>K</td>
<td>LS</td>
<td>K</td>
<td>K</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>AEN</td>
<td>AE</td>
<td>AE</td>
<td>N</td>
<td>DX</td>
<td>VS</td>
<td>DX</td>
<td>DH</td>
<td>HH</td>
<td>HH</td>
<td>M</td>
<td>KD</td>
</tr>
<tr>
<td>AW</td>
<td>AW</td>
<td>AW</td>
<td>EY</td>
<td>AY</td>
<td>EY</td>
<td>L</td>
<td>g</td>
<td>L</td>
<td>L</td>
<td>TH</td>
<td>VS</td>
</tr>
<tr>
<td>AWW</td>
<td>AY</td>
<td>AW</td>
<td>YN</td>
<td>AY</td>
<td>EY</td>
<td>M</td>
<td>d</td>
<td>M</td>
<td>M</td>
<td>TX</td>
<td>s</td>
</tr>
<tr>
<td>AX</td>
<td>AX</td>
<td>AX</td>
<td>a</td>
<td>F</td>
<td>F</td>
<td>N</td>
<td>&quot;</td>
<td>N</td>
<td>N</td>
<td>UH</td>
<td>D</td>
</tr>
<tr>
<td>AKN</td>
<td>AX</td>
<td>AX</td>
<td>G</td>
<td>N</td>
<td>G</td>
<td>G</td>
<td>OW</td>
<td>OW</td>
<td>AY</td>
<td>OW</td>
<td>OW</td>
</tr>
<tr>
<td>BH</td>
<td>BD</td>
<td>BH</td>
<td>HH</td>
<td>HH</td>
<td>HH</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>UNN</td>
<td>J</td>
</tr>
<tr>
<td>CH</td>
<td>CH</td>
<td>CH</td>
<td>HI</td>
<td>B</td>
<td>HI</td>
<td>PD</td>
<td>PD</td>
<td>PD</td>
<td>Y</td>
<td>h</td>
<td>V</td>
</tr>
<tr>
<td>CHH</td>
<td>CH</td>
<td>CHH</td>
<td>YI</td>
<td>C</td>
<td>Y</td>
<td>PH</td>
<td>a</td>
<td>P</td>
<td>PDH</td>
<td>H</td>
<td>y</td>
</tr>
<tr>
<td>D</td>
<td>D</td>
<td>D</td>
<td>IN</td>
<td>I</td>
<td>IN</td>
<td>F</td>
<td>R</td>
<td>R</td>
<td>R</td>
<td>z</td>
<td>S</td>
</tr>
</tbody>
</table>

Figure 1: Gujarati phonemes for characters in Gujarati. Mappings are shown using an English phone set. A mapping ($h(y)$) is from a Gujarati to English phone and $p(y)$ is aligned phone set.

3) **PROPOSED APPROACH**

We have proposed a new technique for bootstrapping which provides more accurate initial phone models for the target language. We have modified the first approach as described above, so that the aligned speech data for two similar phones in the target language can be easily separated, for example for phones /BH/ and /B/. We propose to use both the phone sets, i.e., the phone sets of base and target languages, to avoid the confusion between the phones in the target language which are mapped to the same phone in the base language.

Figure 2 shows the technique that is used to align Gujarati speech by using an English speech recognition system. A mapping ($h(y)$) from a Gujarati phone set denoted by $I$ to an English phone set denoted by $x$ is used to generate the pronunciation of Gujarati words by the English phone set.
Using linguistic knowledge, this mapping is based on the acoustic closeness of the two phones. The mapping is such that each phone \( \gamma \in \Gamma \) is mapped to one and only one phone in \( \Pi \). A vocabulary created by such a mapping is used to align Gujarati speech data. Since more than one element in \( \Gamma \) may map to a single element in \( \Pi \), \( h() \) is a many-to-one mapping in general and hence cannot always be used in reverse to obtain \( \gamma \) from \( \pi \). Therefore, in order to recreate the alignment labels with Gujarati phones, an inverse mapping \( h^{-1}() \) will not be feasible. A lexeme context comparator is used to generate the correct labels from \( \pi \in \Pi \). This uses the context to resolve the ambiguity which arises from the one-to-many mapping \( h() \).

To illustrate the requirement of a lexeme context comparator, we take the example of two Gujarati words, \( \text{c} \) and \( \text{b} \). The base forms for these words are shown in Table 1. For both words, the alignment would be generated for the phone /B/. However, this /B/ must be replaced by /BH/ if the word is and by /B/ if the word is \( \text{c} \). This information is not available by using the mapping \( h() \). Therefore, a lexeme comparator is used to examine the lexemes of the words and disambiguate for such cases.

<table>
<thead>
<tr>
<th>Gujarati Word</th>
<th>Gujarati Baseform</th>
<th>English Baseform</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{c} )</td>
<td>BH AAR AX TD</td>
<td>BAA R AX TD</td>
</tr>
<tr>
<td>( \text{b} \rightarrow \Gamma )</td>
<td>B AX HH UH</td>
<td>B AX HH UH</td>
</tr>
</tbody>
</table>

Table 1: Baseforms for two Gujarati words.

The algorithm can be stated in the steps mentioned below:

(i) For a feature vector labeled with a phone \( \pi \in \Pi \), form a subset \( \Psi \subset \Gamma \) using the inverse mapping \( h^{-1}() \) [since \( h^{-1}() \) is a one-to-many mapping in general].

(ii) If \( \Psi \) is a singleton, change the label of the feature vector to the element \( \gamma \in \Psi \).

(iii) If not, from the lexeme context of the feature vector, compare the two phonetic spellings of the two lexemes (one written with phones in \( \Pi \) and other with phones in \( \Gamma \)) to which this vector belongs. Using this information, handle the disambiguate and choose the phone from \( \Psi \) that satisfies the mapping \( h^{-1}() \) for the lexeme—for example, /B/ and /BH/.

This technique would generate the aligned Gujarati speech corpus without the need for a Gujarati speech recognizer. Although this alignment may not provide exact phone boundaries, it would serve the purpose of building the initial phone models. The inaccurate phone boundaries are a result of phonetic space differences in the two languages owing to the different acoustic characteristics of the languages. This depends on the two languages; if the languages are acoustically similar, we can have accurate phone boundaries using the above technique. It should be noticed that using the phone set of the target language in the lexeme context comparator not only separates the aligned data for /B/ and /BH/ but also provides the right context information for other phones in the aligned speech corpus. This context information would otherwise have been abused because of the many-to-one phone mapping from target language to base language.

4) PHONE SET MAPPING

The International Phonetic Association (IPA) [16] has defined phone sets for labeling speech databases for sounds of a large number of languages, including Gujarati. However, there are some sounds in Gujarati which are not included in the IPA phone set but are important when building phone models that are to be used for the purpose of automatic speech recognition. In continuous speech recognition tasks, the purpose of defining a phonetic space is to form well-defined, non-overlapping clusters for each phoneme in the acoustic space. This clustering makes it easier for the system to recognize the phone to which an input utterance of speech belongs. For the same number of data and phoneme models, a better phone set is one that gives a higher classification rate and is able to distinguish the words present in the vocabulary of the language. We define a Gujarati phone set which can cover all the different sounds that occur in Gujarati. This phone set takes into consideration the fact that even though Gujarati is a phonetic language, from an acoustic point of view some phones such as plosives have different acoustic properties when they occur at the end of a word. Taking these into account, we have constructed a Gujarati phone set consisting of 61 phones (including the inter-word silence $ and long pause silence X) to represent the sounds in Gujarati. It is seen that of these 61 phones, 39 are already present in English. Figure 1 shows the corresponding characters as written in Gujarati script. In the figure, \( h(\gamma) \) represents the mapping of Gujarati phones to the corresponding English phones for aligning the Gujarati data using English acoustic models, and \( p(\gamma) \) represents the mapping to obtain the initial phone models for the Gujarati phones from English data. In addition to ten English vowels, Gujarati has nine nasalized vowels (AAN, AEN, AWN, AXN, EYN, IYN, OWN, UHN, UWN). Each plosive phone (B, D, K, P, T) has an additional phone (BD, DD, KD, PD, TD) to represent the acoustic dissimilarity when they occur at the end of a word. The bootstrapping approach described in the preceding subsection requires a mapping from the phones of the base language to the phones of the target language. A phone set mapping is defined using the linguistic knowledge of the two languages. We define three categories of mapping as follows:

- **Exact mapping** Some of the phones may be common to both the base and the target language. For example, many vowels...
such as /AX/, /AA/, and /IY/ are common to English and Gujarati, and they have an exact mapping from one language to the other. The mappings $h()$ and $p()$ are the same for such phones.

- **Merger** Some of the phones in the target language may have sounds from more than one phone in the base language. For example, Gujarati has some nasalized vowels such as /AAN/ and /EYN/, which are combination of the corresponding vowel and nasal sound /N/. For these phones, one-to-many mapping is defined from such Gujarati phones to their English counterparts. For example, the Gujarati phone /GH/ is a combination of the English phones /GD/ and /HH/ while creating the mapping $p()$. The mapping for such phones differs in the case of $h()$ and $p()$.

- **Approximation** Some of the phones in the target language may not be present in the base language at all. Such phones are simply mapped to the closest phone in the base language. For example, phone /TX/ in Gujarati (G - BH AAR AX TX) is mapped to phone /TH/ in English (B AAR AX TH). The mappings $h()$ and $p()$ are the same for such phones.

### 5) REFINING PHONE SET MAPPING

We now present a method that is used to improve the initial phone set mapping $p()$. This method is based on a measure of phonetic similarity between the phones in $\Gamma$ and the phones in $\Pi$. One possible measure of similarity is the distance between the phones in the MFCC domain. Each phone of $\Pi$ is modeled by a normal distribution, and the phonetic distance of a phone $\gamma \in \Gamma$ from a phone $\pi \in \Pi$ is defined as

$$D(\gamma, \pi) = \sum_{i=1}^{24} (v_i - m_i)^2 / \|\gamma\|$$

where $v_i$ represents a 24-dimensional MFCC vector belonging to $\gamma$ and $m_i$ is the mean vector corresponding to $\pi$. However, we used a distance measure based on the log likelihood of the phone models in $\Pi$ for each test vector in $\gamma \in \Gamma$. The mean of log likelihoods is taken as the measure of acoustic similarity between the phones in the two languages. This measure is calculated for each phone $\gamma \in \Gamma$ over all of the phones in $\Pi$ that are considered to be close to $\gamma$. The mapping $p()$ is refined if the acoustic similarity measure shows that a phone $\gamma$ is closer to some phone $\pi$ than it is to $\pi$, to which it was initially mapped. The log-likelihood-based distance measure produces better results. As a result of the refinement, we changed the mapping of /DDN/ from /DD + HH/ to /DD + R/ and of /DXH/ from /DD + HH/ to /DD + HH + R/.

### CONCLUSION

In this paper we have presented novel technique that can be used to build a continuous large-vocabulary Gujarati speech recognition system. A new technique for fast bootstrapping the initial phone models has been presented.
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ABSTRACT

Any computer system that interacts with a user has a high utility value and ease. Natural Language Interface is a concept for making computer interface with a user who wants to retrieve the information from a computer database with its own language rather than learning a specialized language. The challenges in Natural language arise due to difficulty in correct interpretation, disambiguation and context resolution.

We present our work in designing and implementing the Natural Language Interface for querying Student Information System. It semantically parses the natural language question and built corresponding structured query from the database. The data which is to be retrieved can be in the form of a spreadsheet or database. The system is developed in Java using JDBC for Student Information System.

Keywords: Language, Database Interface, Structured Query Language, Data Retrieval

INTRODUCTION

The computer era has began from last few years and the phase of bringing awareness into different walks of society regarding use and benefits of computer increased successfully. Not only industry but educational institute, service sectors, manufacturing sectors etc are using computers to store, process and update the information. The huge amount of data are stored in repository called database and in order to query or retrieve information from a database by general public, a Natural Language (English) will provide correct and precise information without knowing the depth of SQL query language. The idea of using Natural language with database prompted the development of new type of processing method called Natural Language Interface to Database.

Some of the earlier attempts in providing Natural Language Interface are given below:
2) LUNAR [13] that answered questions about rock samples back from the moon.
3) LIFER/LADER describe by Hendrix [9] was designed as a natural language interface to database about US Navy ships.
4) Warren el al’s CHAT-80[12] and Auxerre et al’s transform written English questions into prolog queries which are executed against Prolog database.

Information related to overview of various Natural Language Interfaces and the difference between Natural Language Interface and Question Answering could be found in reference [1]. The approach used in most of the recent systems is to handle the entire query as one entity for transformation to SQL either through conversion to intermediate representation or directly. We had overcome many limitations which were given by earlier researchers [11].

MODEL AND METHODOLOGY OF NATURAL LANGUAGE STUDENT INFORMATION SYSTEM (NLSIS)

The following goals were set for the proposed NLSIS:
- **Fault Tolerance**— An algorithm [2] is developed for tolerating spelling errors, which uses degree of phonetic match and degree of spelling match to correct misspelled words. Since the semantics of the query for purpose of conversion to SQL statement within a limited domain does not use the grammatical structure of sentence formation, it is implicitly tolerated. However, use of grossly, inappropriate words (particularly prepositions e.g. using ” by” in place of “of”, etc and interrogative pronouns) may lead to wrong or failed interpretation of the user query.
- **Better Context Resolution and Disambiguation** – We first partition the query into intermediate language and then to SQL clause. A part of query with associate SQL along with domain-specific lexicon leads to an improved context resolution and disambiguation.
- **Multiple database tool support**: A tool is developed which can covert data from spreadsheet to database and database to relational database.
- **History Log Maintenance**: The query once asked, was stored in separate log which can be help in retrieving the same information again without processing whole algorithm.

Domain-Specific Ontology

Figure A present below ontology of Student Information System (SIS) domain.

Figure A: Domain ontology for Student Information System

*Corresponding author : am_bi@yahoo.com
A. The Linguistic model consists of Lexical Analysis, Parser and Semantic representation as shown in figure B which is explained below:

Lexical Analysis: Here the natural language sentence is divided into smaller fragments called tokens. The elements in natural language query are words or special characters. This process is performed by following function:

i. Token analyzing function: It is used to generate the token which is treated as a single unit.

ii. Spell checker function: It makes sure that the user inputted query with correct word.

iii. Ambiguity reduction: It reduces ambiguity of sentence and simplified the task of parser by substituting multiple words or symbols with base word. E.g. Comma considered as AND, co-occurring word as single word etc. Also, we try to find out that the expected answer would be named entity or not. Figure C represent hierarchy of named entity [7]

Stanford Parser: The Stanford Parser is a probabilistic parser which uses the knowledge of language gained from hand-parsed sentences to try to produce the most likely analysis of new sentences as shown in figure D. This package is a Java implementation of probabilistic natural language parsers.

The Stanford dependencies provide a representation of grammatical relations between words in a sentence for any user who wants to extract textual relationships [3]. The dependency obtained from Stanford parser can be mapped directly to graphical representation in which words in a sentence are nodes and grammatical relationships are edge labels [6]. In our system, we use the POS tagger and Typed Dependency for an inputted query or sentences.

B. SQL Constructing Component

This component consists of SQL generator, Database Adaptor and SQL execution.

SQL Generator: The task is to map element of the Natural Language sentence into an actual element of SQL. We consider

![Figure B: Architecture of NLSIS](image-url)

![Figure C: Hierarchy of Named Entity](image-url)

![Figure D: Hierarchal structure of Stanford Parser](image-url)

<table>
<thead>
<tr>
<th>Terminal Words</th>
<th>Semantics/Base Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>girls, girl, female, madam</td>
<td>Female</td>
</tr>
<tr>
<td>Percentage above 70</td>
<td>Distinction</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NonTerminal Words</th>
<th>Semantics/Base Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greater than or equal to</td>
<td>&gt;=</td>
</tr>
<tr>
<td>Less, lower or lesser</td>
<td>&lt;</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Terminal Symbols</th>
<th>Semantics/Base Word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greater, larger, bigger, biggest</td>
<td>Greater</td>
</tr>
<tr>
<td>Equal to, Like, equals, same</td>
<td>Equal</td>
</tr>
</tbody>
</table>
only SELECT as a statement to view the data in various forms. We used BNF form of SQL grammar [10]

```sql
<query> ::= <select> [UNION [ ALL ] DISTINCT ] <selectquery>

<select> ::= SELECT [ ALL ] [DISTINCT] <select list> <from clause>

[ <where clause> ]

<select list> ::= * | <column element> | [ ',' <column element> ] ...

<column element> ::= <column> | <aggregate function> '(' <column> ')' 

<from clause> ::= FROM <table reference> | [',' <table reference> ] ...

<table reference> ::= <table schema> | [AS ] <correlation name> <table reference>

[INNER | LEFT | RIGHT] JOIN <table reference> ON <search condition>

[where clause] ::= WHERE <search condition>
```

The `search condition` is a logical predicate composed of logical conditions with AND and OR operator. The `aggregate function` takes a function to compute such as min, max, sum, average and count transforms set of rows into scalar statement. The `condition` is a expression in form \(X \leq Y\) where \(X\) and \(Y\) are the set of values representing column, aggregate function, constant or NULL and \(\leq\) can be operated like \(<\), \(\leq\), \(\geq\), \(!=\), \(==\).

**Database Adaptor:** The data repository can be in the form of a spreadsheet or database. Our algorithm converts these data into MySQL database and retrieve the answer from MySQL database tool.

**SQL Executor:** The task is to map the SQL generated query to Database Adaptor and retrieve the relevant information or answer by connecting to the appropriate database tool.

3. Algorithm for NLSIS

(i) Read statement or query S

(ii) Search S from History Log H

If found, call query generate algorithm and retrieve the query Q

Execute the Query Q and Display the answer Ans.

(iii) If S not successful, perform all the steps from step iv.

(iv) For each word W, from S do

If W is base word then

Add Wi to symbol table ST

End if

End for

(v) For each Wi from ST do

Add Wi to Parse tree

End for

(vi) Display POS tagger and Typed dependency and get relationship between words PDR

(vii) For each PDR do

If metadata = PDR then

Add table name, attribute and condition to OUT

End if

End for

(viii) For each OUT do

Generate the SQL query Q1

Call Data conversion algorithm

Execute SQL query Q

End for

(ix) Display SQL query Ans.

RESULTS and DISCUSSION

The software has been subjected to test with a number of volunteers phrasing the queries differently. In around 70% cases, the system could correctly interpret and process the query. Currently, the system fails in some cases to handle very complex queries coupled with fuzzy terms. We had paraphrased different queries in the form of simple query, condition query, order by query and join query. Figure E shown implemented version of the system.

<table>
<thead>
<tr>
<th>Table 4: List of normal Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input or Query</strong></td>
</tr>
<tr>
<td>Display details of all students</td>
</tr>
<tr>
<td>Who are our students ? show me list of all students ?</td>
</tr>
<tr>
<td>Show me all branches</td>
</tr>
<tr>
<td>Display various branches</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5: List of Conditional Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input Sentence or Query</strong></td>
</tr>
<tr>
<td>List of all female students or Display details of girls students</td>
</tr>
<tr>
<td>List of students who live in Baroda</td>
</tr>
<tr>
<td>Details of Monalisa?</td>
</tr>
<tr>
<td>Give me hsc% of aryan or display 12th percentage of Aryan</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6: List of Aggregate function Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input Sentence or Query</strong></td>
</tr>
<tr>
<td>How many students are in semester 6</td>
</tr>
<tr>
<td>List youngest student in sem 1</td>
</tr>
<tr>
<td>How many students we have ?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7: List of Order by Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input Sentence or Query</strong></td>
</tr>
<tr>
<td>Display student record in ascending order of their rollnos</td>
</tr>
<tr>
<td>Display male students in descending order of their age</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8: List of Simple join Queries</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input Sentence or Query</strong></td>
</tr>
<tr>
<td>Display branch in which rima study</td>
</tr>
</tbody>
</table>
CONCLUSION AND FUTURE WORK

The degree of correct interpretation and processing of Natural Language Queries relies on the extent of exhaustiveness of domain-specific lexicon. Despite of some limitations, the proposed system provides a robust tool to handle Natural Language Queries allowing fault-tolerance to some degree. The work can be further extended by providing multilingual (Gujarati or Hindi language) query to SQL conversion.
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ABSTRACT

In this study, a mathematical model is described for a growth curve of rice crop. The parameters of the growth equations are related to the plant. This modeled growth curve is interpreted for growth data from experiments using rice plant of different varieties and the results are reported for conclusion. Here this growth curve also describes the plant dry weight data over a whole season.

Key words: Mathematical model, rice crop, growth curve, varieties

INTRODUCTION

Growth is one of the important properties of living organisms. Changes in a phenotype during the growth period can be modeled via growth curves, such as generalized logistic, logistic or Gompertz growth curves [1]. Behavior of the growth curves can change according to living organisms, the phenotype to be studied and environment to which it is exposed [2]. To evaluate growth data properly, it is required to select a suitable growth curve and its parameters should be interpreted biologically [3]. This study reports on a comparison of logistic growth curve of plant dry weight of three rice varieties that are commonly grown in Tamil Nadu. The aims of this study are: 1) to determine a logistic growth curve for plant dry weight data; and 2) to compare plant dry weight of rice varieties via the growth curve. This study was carried out during 2010. The experiment is conducted at the Tamil Nadu Agricultural University, Coimbatore. Rice varieties namely IR 64, Jaya, Tulasi, which are widely grown in India are used. The field plots used was allocated in a randomized block design (RBD) with five replicate plots per variety. Rice plants dry weights are recorded in every weeks starting from emergence. Measurements are used for five plants given each plot and each variety.

Changes in the plant dry weight of three varieties are modeled through logistic growth curve and are given in mathematical formulation.

MATHEMATICAL FORMULATIONS

The problem is to find a growth curve which will give a good description of plant dry weight data over a whole season. The parameters of the growth equation are physiologically meaningful, and are related either to the environment or to the plant. This growth equation is used to summarize data, and possibly to interpret growth data from experiments using plants of different varieties or with different environmental treatments.

ASSUMPTIONS

(i) The plant is completely defined by its dry weight W. The system is described by a single state variable. The variable W is a dependent variable, and varies with time t where t is an independent variable.
(ii) Growth occurs at the expense of a single substrate S.
(iii) The rate of the growth reaction is linearly proportional to the substrate level S, and also to the plant dry weight W, so that the growth is autocatalytic. The rate of the growth reaction is kWS where k is a constant.

\textsuperscript{*}Corresponding author: rluxmath@gmail.com
\[ W = \frac{W_i e^{k t}}{W_f} W_i - W_f + W_i e^{k t} \]  

(9)

For low values of \( t \), \( W \approx W_i e^{k t} \) as \( t \to \infty \) \( \Rightarrow W_f \).

Where

- \( W_i \) is the initial plant dry weight,
- \( k \) is the maximum specific growth rate achieved by the plant in early growth when there is no substrate limitation; and
- \( W_f \) is the final plant weight which is determined (through equation (4)) by the initial amount of substrate available per plant and the initial plant dry weight.

Model fitting and parameter estimation are performed via MATLAB 7 procedure [4] of computing solution to crop growth model.

Results from growth curve fitting of Logistic curve to plant dry weights data and the observed results are summarized in Table 1. The computed plant dry weights and observed values via logistic curve for rice varieties are shown in Fig 1 and Fig 2.

**Table 1:** Total plant dry weight (Tones/hectare) of rice crop varieties

<table>
<thead>
<tr>
<th>Total plant dry weight (Tones/hectare)</th>
<th>IR 64</th>
<th>Jaya</th>
<th>Thulasi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td>Computed</td>
<td>Observed</td>
<td>Computed</td>
</tr>
<tr>
<td>3.5</td>
<td>3.5000</td>
<td>3.8</td>
<td>6.0400</td>
</tr>
<tr>
<td>5.7</td>
<td>5.7126</td>
<td>6.6</td>
<td>6.6945</td>
</tr>
<tr>
<td>7.5</td>
<td>7.5613</td>
<td>8.9</td>
<td>8.9993</td>
</tr>
<tr>
<td>9.3</td>
<td>9.3612</td>
<td>10.6</td>
<td>10.1773</td>
</tr>
<tr>
<td>9.4</td>
<td>9.4458</td>
<td>10.8</td>
<td>10.8112</td>
</tr>
<tr>
<td>9.4</td>
<td>9.4790</td>
<td>10.8</td>
<td>10.8701</td>
</tr>
<tr>
<td>9.4</td>
<td>9.4925</td>
<td>10.8</td>
<td>10.8901</td>
</tr>
<tr>
<td>9.4</td>
<td>9.4968</td>
<td>10.8</td>
<td>10.8967</td>
</tr>
<tr>
<td>9.4</td>
<td>9.4988</td>
<td>10.8</td>
<td>10.8989</td>
</tr>
<tr>
<td>9.4</td>
<td>9.4995</td>
<td>10.8</td>
<td>10.8999</td>
</tr>
<tr>
<td>9.4</td>
<td>9.4997</td>
<td>10.9</td>
<td>10.9000</td>
</tr>
<tr>
<td>9.4</td>
<td>9.5000</td>
<td>10.9</td>
<td>10.9000</td>
</tr>
<tr>
<td>9.5</td>
<td>9.5000</td>
<td>10.9</td>
<td>10.9000</td>
</tr>
<tr>
<td>9.5</td>
<td>9.5000</td>
<td>10.9</td>
<td>10.9000</td>
</tr>
<tr>
<td>9.5</td>
<td>9.5000</td>
<td>10.9</td>
<td>10.9000</td>
</tr>
</tbody>
</table>

**Fig.1:** Growth curves of three varieties of rice crop – (Computed)

**Fig.2:** Growth curves of three varieties of rice crop – (Observed)

**CONCLUSION**

In this study, growth curve is described for plant dry weight of three varieties of rice crop by Mathematical modeling and it is found that the Jaya variety has more dry weight and has good agreement with the observed results.
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ABSTRACT

In present paper, an attempt is made to provide an elegant unification of several classes of polynomials. Introduced sequence of the functions \( V_{n,\alpha,\beta}^{\gamma}(x,a,k,s) \) \( n = 0, 1, 2, \ldots \) by means of generalized Rodrigues formula (7), which involves Mittag-Leffler function \( E_\alpha(z) \) and other two similar kind of class of polynomials (5), (6). Some generating relations and finite summation formulae have also been obtained for (7).

Keywords: Mittag-Leffler function, generating relations, finite summation formulae.


INTRODUCTION:

In 1971, Srivastava and Singhal [8] introduced general class of polynomial \( G_\alpha^{\beta}(x,r,p,k) \) by employing the operator \( x^{\alpha+i} D \), defined as:

\[
G_\alpha^{\beta}(x,r,p,k) = \frac{1}{\Gamma(\alpha+i)} \left( x^{\alpha+i} D \right)^k \left[ x^{\alpha+i} D \right]^{\beta} \left[ x^{\alpha+i} D \right] \]

(1)

Mittal [2] proved a Rodrigues formula for a class of polynomials \( T_n(x) \) is given by:

\[
T_n(x) = \frac{1}{\Gamma(a+n+1)} x^{\alpha+i} \left[ x^{\alpha+i} D \right]^{n} \left[ x^{\alpha+i} D \right] \]

(2)

where \( p_i(x) \) is a polynomial in \( x \) of degree \( k \). Mittal [2] also proved the following relation

\[
T_n(x) = \frac{1}{\Gamma(a+n+1)} x^{\alpha+i} \left[ x^{\alpha+i} D \right]^{n} \left[ x^{\alpha+i} D \right] \]

(3)

where, \( T_n(x) \equiv x(s+x D) \).

In 1979, Srivastava and Singh [7] introduced a general sequence of functions \( V_{n,\alpha,\beta}^{\gamma}(x,a,k,s) \) by employing the operator \( \theta \equiv x(s+x D) \) where \( a \) and \( s \) are constants, defined as:

\[
V_{n,\alpha,\beta}^{\gamma}(x,a,k,s) = \frac{1}{\Gamma(a+n+1)} x^{\alpha+i} \left[ x^{\alpha+i} D \right]^{n} \left[ x^{\alpha+i} D \right] \]

(4)

The new sequences of functions introduced in this paper are defined by (5) and (6) in the generalized form of (1) and (2) respectively.

\[
G_{n,\alpha,\beta}^{\gamma}(x,a,k,s) = \frac{1}{\Gamma(a+n+1)} x^{\alpha+i} \left[ x^{\alpha+i} D \right]^{n} \left[ x^{\alpha+i} D \right] \]

(5)

\[
T_{n,\alpha,\beta}^{\gamma}(x,a,k,s) = \frac{1}{\Gamma(a+n+1)} x^{\alpha+i} \left[ x^{\alpha+i} D \right]^{n} \left[ x^{\alpha+i} D \right] \]

(6)

In this paper, authors also introduced one more new sequence of functions \( V_{n,\alpha,\beta}^{\gamma}(x,a,k,s) \) by means of generalized Rodrigues formula (7)

\[
V_{n,\alpha,\beta}^{\gamma}(x,a,k,s) = \frac{1}{\Gamma(a+n+1)} x^{\alpha+i} \left[ x^{\alpha+i} D \right]^{n} \left[ x^{\alpha+i} D \right] \]

(7)

where, \( \theta \equiv x(s+x D) \); \( a, s \) are constants and \( \alpha \geq 0, a \) and \( \beta \) are real or complex numbers; \( n = 0, 1, 2, \ldots \) \( k \) is finite and non-negative integer, \( p_i(x) \) is a polynomial in \( x \) of degree \( k \) with \( x \in (0,\infty) \).

The Mittag-Leffler function \( [1] \) defined as:

\[
E_\alpha(z) = \sum_{n=0}^{\infty} z^n / n! (\Gamma(\alpha+n+1)) \]

(8)

where \( z \) is a complex variable and \( \Gamma(s) \) is a gamma function, \( \alpha \geq 0 \).

The Mittag-Leffler function is direct generalization of the hypergeometric function \( 1/t \) and exponential function \( e^t \) to which it reduces for \( \alpha = 0 \) and \( \alpha = 1 \), i.e. \( E_1(z) = e^z \) and \( E_1(z) = e^z \). Its importance is realized during the last two decades due to its direct involvement in the problems of physics, chemistry, biology, engineering and applied sciences. Mittag-Leffler function naturally occurs as the solution of fractional order differential equation or fractional order integral equations. Therefore, it is obvious that (1), (2) and (4) are special cases of (5), (6) and (7) respectively for \( a = 1 \).

In the present paper, the generating relations and finite summation formulae obtained for sequence of functions (7) as these are obviously more powerful sequence of functions than (5) and (6). The technique discussed in this paper will certainly apply for sequence of functions (5) and (6).

To obtain generating relations and finite summation formulae, the properties of the differential operators \( \theta \equiv x(s+x D) \) and \( \theta_1 \equiv x^{(1+s+x D)} \) where \( D = x \) used on the based of work (Mittal [3], Patil and Thakare [5]).

In the fourth section, the relations between (7) with some well-known polynomials (9) and (10) also have been discussed.

Hermite polynomials (Rainville [6]) defined as:

\[
H_n(x) = (-1)^n \exp(x^2) D^n[\exp(-x^2)] \]

(9)

Konhauser polynomials of first kind (Srivastava [9]) defined as:

\[
Y_n^{(1)}(x;k) = \frac{x^{\alpha+i-k}}{k! n!} (x D)^n [x^{\alpha+i} e^x] \]

(10)

GENERATING RELATIONS:

We obtained some generating relations of (7) as,

\[
\sum_{n=0}^{\infty} x^{\alpha+i-n} V_{n,\alpha,\beta}^{\gamma}(x,a,k,s) t^n = (1+at)^{\gamma} \frac{e_{\alpha+i-a-\gamma}(t)}{e_{\alpha+i-a+1}(t)} \]

(11)

\[
\sum_{n=0}^{\infty} x^{\alpha+i-n} V_{n,\alpha,\beta}^{\gamma}(x,a,k,s) t^n = (1+at)^{\gamma} \frac{e_{\alpha+i-a-\gamma}(t)}{e_{\alpha+i-a+1}(t)} \]

(12)
Finite Summation Formulae:

We obtained two finite sum formulae for (7) as
\[ V^{(n)}_{a,b}(x; a, k, s) = \frac{1}{n!} \sum_{a=1}^{n} \left( x^{a-b} \right) \frac{1}{E_{a}[p_{1}(x)]} \]  
and
\[ V^{(n)}_{a,b}(x; a, k, s) = \frac{1}{n!} \sum_{a=1}^{n} \left( x^{a-b} \right) \frac{1}{E_{a}[p_{1}(x)]} \]  

Proof of (14):

We can write (7) as
\[ V^{(n)}_{a,b}(x; a, k, s) = \frac{1}{n!} \sum_{a=1}^{n} \left( x^{a-b} \right) \frac{1}{E_{a}[p_{1}(x)]} \]  
and replacing \( r \) by \( x^{r} \), which gives (11).

Proof of (12):

From (7), we consider
\[ \sum_{s=0}^{\infty} V^{(n)}_{a,b}(x; a, k, s) = \frac{1}{n!} \sum_{a=1}^{n} \left( x^{a-b} \right) \frac{1}{E_{a}[p_{1}(x)]} \]  
and simplifying the above equation, we get
\[ \sum_{s=0}^{\infty} V^{(n)}_{a,b}(x; a, k, s) = \frac{1}{n!} \sum_{a=1}^{n} \left( x^{a-b} \right) \frac{1}{E_{a}[p_{1}(x)]} \]  
which proves (12).

Proof of (13):

writing (7) as
\[ \theta \left[ x^{b} E_{a}[p_{1}(x)] \right] = n! \left[ x^{b} E_{a}[p_{1}(x)] \right] \]  
or
\[ \theta \left[ x^{b} E_{a}[p_{1}(x)] \right] = n! \left[ x^{b} E_{a}[p_{1}(x)] \right] \]  
above equation can be written as
\[ \sum_{s=0}^{\infty} \left[ x^{b} E_{a}[p_{1}(x)] \right] = n! \left[ x^{b} E_{a}[p_{1}(x)] \right] \]  
and above expression reduces to
\[ \sum_{s=0}^{\infty} \left[ x^{b} E_{a}[p_{1}(x)] \right] = n! \left[ x^{b} E_{a}[p_{1}(x)] \right] \]  
replacing \( t \) by \( x^{t} \), which leads to (13).
which yields
\[ \sum_{n=0}^{\infty} V_n^{\alpha,\beta}(x;a,k,s) t^n = \left(1 - ax^2\right)^{\left(\frac{\alpha}{a}\right)} \sum_{n=0}^{\infty} \left(\frac{\beta - \gamma}{a}\right)_n \left(\frac{(ax^2)^n}{m!}\right) \times \]
\[ \frac{E_n[p_1(x)]}{E_{\alpha}[p_1(x)]} \times \frac{1}{E_n[p_1(x)]} \]
by using (11),
\[ \sum_{n=0}^{\infty} V_n^{\alpha,\beta}(x;a,k,s) t^n = \sum_{n=0}^{\infty} \left(\frac{\beta - \gamma}{a}\right)_n \left(\frac{(ax^2)^n}{m!}\right) \times \]
\[ = \sum_{n=0}^{\infty} \left(\frac{\beta - \gamma}{a}\right)_n \left(\frac{(ax^2)^n}{m!}\right) \times \]
\[ \frac{1}{E_n[p_1(x)]} \times \frac{1}{E_n[p_1(x)]} \]
by equating the coefficients of \( t^n \), we get (15).

SPECIAL CASES:
In this section, we have obtained some special cases and relations of sequence of functions \( V_n^{\alpha,\beta}(x;a,k,s) \), in the connection of (4), (9) and (10): Putting \( \alpha = 1 \) and replacing \( \beta \) by \( a \) in (7) then
\[ V_n^{1,\beta}(x;a,k,s) = V_n^{1,1}(x;a,k,s) \quad (18) \]
Therefore, we can say that (4) is a particular case of (7).
If \( \alpha = 1 \), replacing \( \beta \) by \( \alpha + 1, \alpha = 1, p_1(x) = p_2(x) = x, \) and \( s = 0 \), then (7) reduces to
\[ V_n^{1,1}(x;1,1,0) = x^n y_n (x;1) \quad (19) \]
if \( \alpha = 1, \beta = 0, p_1(x) = p_2(x) = x^2; \text{ and } s = 0 \), then (7) reduces to \( a = -1 \) and \( s = 0 \) then (7) gives
\[ V_n^{1,1}(x;-1,2,0) = \frac{(-1)^n}{n!} n \]

CONCLUSION:
The new sequence of functions (5), (6) and (7), introduced the in section 1, the results obtained in sections 2, 3 and 4 seems to be new and quite interesting.
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ABSTRACT

Some new families of mean graphs are investigated. We prove that the step ladder graph, total graph of path \( P_n \) are mean graphs. In addition to this we derive that two copies of cycle \( C_n \) sharing a common edge admits mean labeling.
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INTRODUCTION

We begin with simple, finite, connected and undirected graph \( G = (V(G),E(G)) \) with \( p \) vertices and \( q \) edges. For all other standard terminology and notation we follow Harary [1]. We will provide brief summary of definitions and other information which serve as prerequisites for the present investigations.

Definition 1.1 Let \( P_n \) be a path on \( n \) vertices denoted by \((1,1),(1,2),..., (1,n)\) and with \( n-1 \) edges denoted by \( e_1,e_2,...,e_{n-1} \), where \( e_i \) is the edge joining the vertices \((1,i) \) and \((1,i+1)\). On each edge \( e_i \),

\[ i = 1, 2, ..., n-1 \]

we erect a ladder with \( n-(i-1) \) steps including the edge \( e_i \). The graph obtained is called a step ladder graph and is denoted by \( S(T) \), where \( n \) denotes the number of vertices in the base.

Definition 1.2 The vertices and edges of a graph are called its elements. Two elements of a graph are neighbours if they are either incident or adjacent. The total graph of a graph \( G \) is denoted by \( T(G) \) is a graph with vertex set \( V(G) \cup E(G) \) and two vertices are adjacent in \( T(G) \) whenever they are neighbours in \( G \).

Definition 1.3 If the vertices are assigned values subject to certain conditions then it is known as graph labeling. Graph labeling is one of the fascinating areas of graph theory with wide ranging applications. An enormous body of literature has grown around in graph labeling in last five decades. A systematic study of various applications of graph labeling is carried out in Bloom and Golomb [3]. According to Beineke and Hegde [2] graph labeling serves as a frontier between number theory and structure of graphs. For detailed survey on graph labeling we refer to A Dynamic Survey of Graph Labeling by Gallian [4].

Definition 1.4 A function \( f \) is called a mean labeling of graph \( G \) if \( f: V(G) \rightarrow \{0,1,2,...,q\} \) is injective and the induced function \( f': E(G) \rightarrow \{1,2,...,q\} \) defined as

\[ f'(e = uv) = f(u) + f(v)/2 \]

if \( f(u) + f(v) \) is even

\[ f(u) + f(v) + 1/2 \]

if \( f(u) + f(v) \) is odd

is bijective. The graph which admits mean labeling is called a mean graph.

The mean labeling is introduced by Somasundaram and Ponraj [5] and they proved the graphs \( P_n, C_n, P_n \times P_n, P_n \times C_n \) etc. admit mean labeling. The same authors in [6] have discussed the mean labeling of subdivision of \( K_n \) for \( n \leq 3 \) while in [7] they proved that the wheel \( W \) does not admit the mean labeling for \( n \leq 4 \).

Mean labeling in the context of some graph operations is discussed by Vaidya and Lekha [8]. In the present work three new results corresponding to mean labeling and some new families of mean graphs are investigated.

MAIN RESULTS

Theorem-2.1: The step ladder graph \( S(T_j) \) is a mean graph.

Proof: Let \( P_n \) be a path on \( n \) vertices denoted by \((1,1),(1,2),..., (1,n)\) and with \( n-1 \) edges denoted by \( e_1,e_2,...,e_{n-1} \), where \( e_i \) is the edge joining the vertices \((1,i) \) and \((1,i+1)\). The step ladder graph \( S(T_j) \) has vertices denoted by \((1,1),(1,2),..., (1,n), (2,1),(2,2),..., (2,n), (3,1),(3,2),..., (3,n-1),..., (n,1),(n,2)\). In the ordered pair \((i,j) \), \( i \) denotes the row (counted from bottom to top) and \( j \) denotes the column (from left to right) in which the vertex occurs.

Define \( f: V(S(T_j)) \rightarrow \{0,1,2,...,q\} \) as follows.

\[ f(i,1) = (n^2 + n - 2) - (i - 1)^2 \]

\[ f(i,j) = (n^2 + n - 2) - \sum_{k=1}^{n} (n - k) - \sum_{k=1}^{n} (n + k - 1 - j + 1) \]

\[ f(i,j) = (n^2 + n - 2) - \sum_{k=1}^{n} (n - k) - \sum_{k=1}^{n} (n + k - 1 - j + 1) - (i - 1)^2 \]

\[ f(i,n + 2 - i) = i^2 - 2 \]

In view of the above defined labeling pattern \( f \) is a mean labeling for the step ladder graph \( S(T_j) \). That is, \( S(T_j) \) is a mean graph.

Illustration 2.2: The Figure 1 shows the labeling pattern for \( S(T_j) \).
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Theorem-2.3: The total graph of path $P_n$ that is, $T(P_n)$ is a mean graph.

Proof: Let $v_1, v_2, \ldots, v_n$ be the vertices of path $P_n$ with $n-1$ edges denoted by $e_1, e_2, \ldots, e_n$. According to the definition of total graph and two vertices are adjacent in $T(P_n)$ if they are neighbors in $P_n$. Define $f: V(T(P_n)) \to \{0, 1, 2, \ldots, q\}$ as follows.

\[
\begin{align*}
    f(v_i) &= 2(i-1) + 2; & \text{for } 2 \leq i \leq n-1 \\
    f(e_i) &= 4j; & \text{for } 1 \leq j \leq n-2 \\
    f(e_i) &= 4j - 1; & \text{for } j = n-1
\end{align*}
\]

Thus $f$ provides a mean labeling for $T(P_n)$. That is, $T(P_n)$ is a mean graph.

Illustration 2.4: The labeling pattern of $T(P_n)$ is given in Fig. 2.

Illustration 2.5: Two copies of cycle $C_n$ sharing a common edge admit mean labeling.

Proof: Let $v_1, v_2, \ldots, v_n$ be the vertices of cycle $C_n$. Consider two copies of cycle $C_n$. Let $G$ be the graph for two copies of cycle sharing a common edge in which $v_1, v_2, \ldots, v_n$ is a spanning path. Then $V(G) = 2n-2$ and $E(G) = 2n-1$.

To define $f: V(G) \to \{0, 1, 2, \ldots, q\}$ the following two cases are to be considered.

Case 1: $n$ is odd.

Without loss of generality assumes that $e = \{v_i, v_{i+1}\}$ be the common edge between two copies of $C_n$.

\[
\begin{align*}
    f(v_i) &= 2(i-1); & \text{for } 1 \leq i \leq n-2 \\
    f(e) &= 4j; & \text{for } 1 \leq j \leq n-2 \\
    f(e) &= 4j - 1; & \text{for } j = n-1 \\
\end{align*}
\]

Thus $f$ provides a mean labeling for $T(P_n)$. That is, $T(P_n)$ is a mean graph.

CONCLUDING REMARKS AND FURTHER SCOPE

As all graphs are not mean graphs it is very interesting to investigate graphs which admit mean labeling. Here we contribute three new families of mean graphs. It is possible to investigate similar results for other graph families and in the context of different labeling techniques.
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ABSTRACT

In this paper we first examine and propose the relationships between the first ionization energy (I), polarizability (α) and orbital radius specifically for inert gas-atoms. These are known in general over a range of atomic number Z. This paper reports linear relation between I, and α, especially for the inert gas atoms and predicts the properties of super-heavy inert gas atom Z = 118. The correlation study is extended to lesser known regime of ions on one hand and meta-stable atomic species on the other.

INTRODUCTION

First ionization energy (I) of atoms is one of the most well known experimental as well as theoretical quantity. This property is known to correlate strongly with another important atomic property i.e., electric dipole polarizability α, and this was shown for selected atomic species by Fricke [1]. The quantity α, is a measure for the response of an atomic system to an external electric field. While I, corresponds to transistions in continuum, α, corresponds to virtual excitations. Correlation between α and I, as well as α, and the average atomic radius <r> were discussed by Dimitrieva & Plindov [2], Hatti & Dutta [3] have also reported the same correlation using a semi-empirical approach. In earlier studies [4, 5] a relationship between α, and atomic volume was also established. Politzer et al [6] also showed relation between local ionization energy and polarizability in his recent publication. Considerable work has been reported in this field till date for atoms in their usual ground state. A number of empirical correlations between polarizabilities and volumes have also been reported [7-9]. In this paper, we bring out a relationship between the quantities I, and α, by equations which are exact for 1 electron atoms. We feel that for many - electron atoms it is even more appropriate to make this type of generalization on the basis of periodic table groups, and this has been attempted in the present work. Thus we propose semiempirical equations for the important properties of the inert gas atoms. Comparisons of our generated or estimated values are made with available experimental data.

As an outcome of the correlations studied it has been possible to estimate or predict microscopic properties of exotic species like a super-heavy atom on one hand and meta-stable atoms on the other. The importance of present study lies in our quantitative conclusion about these special kinds of atoms for which very little knowledge exists at present.

THEORETICAL ASPECTS

It is well known that polarizability and ionization energies have periodic property. Also, it has been established that atomic polarizabilities are dependent on size of the atoms. The graph of first ionization energy and polarizability in log scale for 88 elements was first plotted by Fricke [1]. The linear relationship between ionization energy and polarizability was extrapolated [1] to estimate the polarizability of heavier atom of a periodic group. To understand the reason for such behavior we can start with a prototype example of hydrogen atom.

Since early days of Quantum Mechanics the exact knowledge about 1- electron (hydrogenic atoms) exists. The ionization energy (I) for hydrogen atom [10] is given as follows.

\[ I_0 = \frac{13.6}{n^2} \text{eV} = \frac{1}{2\hbar^2} \text{ au} \]  

And the corresponding expectation value of s-electron radius is given by

\[ <r> = \frac{3}{2} a_0 \]  

Where ground state value corresponds to n=1. Under the influence of infinitely massive nucleus the average or expectation value of the hydrogenic radius becomes

\[ <r> = \frac{3}{2} \text{ au} \]

\[ I_0 = \frac{1}{<r>} \quad \text{or} \quad I_0 = \frac{1}{<r>} \]

With 6 as a constant, this correlates the atomic size i. e., average radius with ionization energy [10]. Now, it can be seen from [4 - 8] that the atomic dipole polarizability α, is proportional to <r>^3, so that

\[ \alpha = \frac{1}{I} \quad \text{or} \quad \alpha = \frac{\beta}{I} \]  

Here β is a constant. A similar relation was reported in other works [2, 3, 6]. Dmitrieva & Plindov [2] have deduced a similar dependence via a statistical model, as follows

\[ \alpha_0 (N, Z) = (Z - N + 1)^{1/2} (N, Z) f (N, Z) \]  

These authors [2] used experimental data for 34 neutral atoms to demonstrate that f (N, Z) is slowly varying function of the nuclear charge, the correlation coefficient for fitting these data was 0.97 which is quite good. But, both the ionization energy and the polarizability cannot be expected to correlate strongly in such a general way as in equation (4) for all atoms, because the structure of the valence shell of each atom is different. But systematic variations are expected over a group in the periodic table. Thus it is more reasonable to search for correlations within a group in the periodic table.

In view of the above discussion, we can generalize and propose an equation connecting α, and 1/I, in the following linear expression

\[ \alpha = A/I + B \]  
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Here slope A and intercept B are parameters for a periodic group and their value varies from one group to another group. This means that these values essentially depend on outer electron configuration or number of electrons and other parameters of atoms in the group. Parameters A and B in a group are obtained by the standard linear least square fitting. Thus we find that for the inert gas group, the linear equation becomes

$$\alpha_0 = 7036.01/|I_e| - 0.1934$$  \hspace{1cm} (7)

The correlation coefficient for this fitting is 0.999593, which is better than that in [2].

Let us also consider the cations Li+, Na+, K+, Rb+, Cs+ and Fr+ which are respectively isoelectronic with the nearby inert gas atom. Therefore, the relation between $\alpha_0$ & $|I_e|$ is expected to be as per equation (6) with a different set of A and B. We have also attempted here a similar correlation between $\alpha_0$ & $|I_e|$ for the metastable atoms He*($2^S$), Ne*($3^P$), Ar*($4^P$), Kr*($5^P$), Xe*($6^P$). The parameters A and B in each of the above three categories of atomic systems are exhibited in table 1.

Table-1 Linear fitting parameters A and B for equation (6)

<table>
<thead>
<tr>
<th>Group of atoms</th>
<th>A</th>
<th>B</th>
<th>Correlation coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noble gases (ground state)</td>
<td>7036.01</td>
<td>-0.193</td>
<td>0.995</td>
</tr>
<tr>
<td>Group I A (cations)</td>
<td>33720.75</td>
<td>-0.172</td>
<td>0.994</td>
</tr>
<tr>
<td>Noble gas (Metastable states)</td>
<td>3434.99</td>
<td>1.5123</td>
<td>0.991</td>
</tr>
</tbody>
</table>

RESULT AND DISCUSSION

In the present theoretical study, we have proposed a linear relation between $\alpha_0$ and $1/|I_e|$ as given in equation (6), for three different atomic systems, viz., noble gases, noble-gas like positive ions and meta-stable atomic states. These are discussed separately below.

Noble gases

We find that there is excellent correlation over the inert gas group. Let us (Fig. 1) take the advantage of the excellent correlation of 99% and extrapolate the graph in figure 1 to super-heavy inert gas atom of Z=118, called EKARADON, Uuo. For this purpose the first ionization potential for this exotic super-heavy atom is taken from [11]. The value of $I_e$ is 8.92 eV when supplied to equation (7) brings out the value of polarizability to be 9.72 Å. However some physical insight also can be made by using semi-quantum mechanical arguments.

The radius of a particular electronic shell is defined as the distance at which the electron charge density |$\psi^2$| is maximum. Denoting this by $R_n$, we find from Hirchfelder et al [7] and also from Bransden and Joachain [10] that,

$$R_n = \frac{n^2}{Z-s}$$  \hspace{1cm} (8)

Where $n^*$ is effective principal quantum number and (Z-s) is effective nuclear charge, which can be calculated using the Slater rules as stated in Hirchfelder [7].

We first calculate $R_{max}$ for Z=118 using equation (8), while (Z-s) is calculated using Slater’s rules. The value of $R_{max}$ obtained in this case is 2.35 Å. From this we find that the ionization potential is 9.83 eV. Now, again from this $I_e$ and equation (7), we obtain the value of polarizability to be 7.21 Å, which is comparable to 9.72 Å as reported earlier in this section.

Noble Gases and respective iso-electronic ions

Consider now a set of singly charged alkali positive ions Li+, Na+, K+, Rb+, Cs+ and Fr+ having electronic configuration of the respective (iso-electronic) noble gas atoms. Studying the correlation between $\alpha_0$ and $I_e$ for these cations, we find excellent correlation coefficient for the fitting equation (6). The values of A and B of this atomic system are different from that of noble gases. This is due to the nature of the tightly bound cations, resulting into high $I_e$ and small <r> as well as $\alpha_0$.

From Figure 2 we can obtain a fitting relation as predicted by our model with the help of which we can estimate the polarizability of an atom whose ionization energy is known. The fitting parameters along with their respective correlation coefficient are mentioned in Table 3. Whereas Table 2 displays the estimated values of polarizability obtained from the fitting relation. The unphysical negative but small value of $\alpha_0$ of Li+ generated by the fitting equation, wide a Table 2, indicates very small polarizability arising out of very tight binding of this

Table 2 Ionization potential and polarizability for noble gas-like positive alkali ions

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Ion (no. of electrons)</th>
<th>Ionization potential Ie (eV)</th>
<th>Electric dipole polarizability $\alpha_0$ (Å²)</th>
<th>Calculated $\alpha_0$ (Å²) From (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Li+ (2)</td>
<td>75.64</td>
<td>0.03</td>
<td>-0.09</td>
</tr>
<tr>
<td>2</td>
<td>Na+ (10)</td>
<td>47.28</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>3</td>
<td>K+ (18)</td>
<td>31.63</td>
<td>0.79</td>
<td>0.89</td>
</tr>
<tr>
<td>4</td>
<td>Rb+ (36)</td>
<td>27.28</td>
<td>1.41</td>
<td>1.48</td>
</tr>
<tr>
<td>5</td>
<td>Cs+ (54)</td>
<td>23.15</td>
<td>2.32</td>
<td>2.54</td>
</tr>
<tr>
<td>6</td>
<td>Fr+ (86)</td>
<td>22.40</td>
<td>3.02</td>
<td>2.82</td>
</tr>
</tbody>
</table>
Fig. 2 Fitting of $\alpha_0 \rightarrow 1/I_e^0$ for Alkali metal ions, along with noble gas atoms. The values of ionization energy $I_e$ and polarizability are taken from References 11-14.

One can also think of a similar fitting of $\alpha_0 \rightarrow 1/I_e^0$ for the group VII A negative ions, F, Cl, Br and I whose electron configuration also corresponds to the noble gases. However, preliminary study does not indicate a good linear relation between $\alpha_0 \rightarrow 1/I_e^0$ in this case. The F particularly differs considerably from the other three anions. Therefore, these results are not exhibited here.

Metastable atoms

Metastable states are electronically excited states of atoms or molecules having longer life time in view of the dipole selection rules. Metastable states exhibit characteristics like large size, larger polarizability and lower ionization potentials. Ionization energies of these states can be determined easily, but there is lack of data on polarizability of these species. This is because of difficulties arising in experimental techniques and complicated method of calculating the polarizability tensors. So, we extend the present correlation study to the metastable excited states, where the plot of and $\alpha_0$ as a function of $1/I_e$ again gives a linear relation between the two quantities as shown in the Figure 3.

Table 3 ionization potential and polarizability of meta-stable states of noble gas-atoms.

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Metastable Atom</th>
<th>Ionization potential $I_e$ (eV)</th>
<th>Electric dipole Polarizability $\alpha_0$ (Å$^3$)</th>
<th>Calculated $\alpha_0$ (Å$^3$) From eq (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>He* (2S, 2p)</td>
<td>4.77</td>
<td>44.66</td>
<td>33.24</td>
</tr>
<tr>
<td>2</td>
<td>Ne* (3p)</td>
<td>5.63</td>
<td>37.79</td>
<td>50.01</td>
</tr>
<tr>
<td>3</td>
<td>Ar* (4p)</td>
<td>5.74</td>
<td>40.16</td>
<td>52.51</td>
</tr>
<tr>
<td>4</td>
<td>Kr* (5p)</td>
<td>5.81</td>
<td>42.59</td>
<td>57.13</td>
</tr>
<tr>
<td>5</td>
<td>Xe* (6p)</td>
<td>5.88</td>
<td>45.03</td>
<td>63.43</td>
</tr>
</tbody>
</table>

We note the special behavior of He* with respect to Ne* in the graphical plot of Figure 3. The data values and the generated values of $\alpha_0$ show a good matching as shown in Table 3.

Conclusions

Thus, this paper presents our semi-empirical studies on the linear relations of $\alpha_0$ as a function of $1/I_e^0$ in several atomic cases. Searching for general trend and correlations among the physical properties has been a passion with physicists. Several attempts have been done, as highlighted in the Introduction section, to find the equations relating the atomic first ionization threshold and the polarizability, and the present equation (6) is a yet another effort. We focus on a periodic table group rather than choosing a range of continuous Z values, and this is reasonable. The present study can be extended to other groups as well. Further, interesting correlations can also be found among the static properties $I_e$ and $\alpha_0$ and a dynamic quantity viz., electron impact ionization cross section peak, at a given incident energy. This work is underway. Finally correlations between $I_e$ and $\alpha_0$ can also exist for atoms under extreme conditions, say in dense plasma or under high pressure.
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This paper presents the estimation of power transmission through optical windows for three (vertical, lateral and tangential) views of the far infrared (FIR) interferometer operating at 118.8µm and 432.6µm for plasma density measurement in steady-state superconducting tokamak-1 (SST-1). The lateral and tangential views have fan of beams incident on the optical windows at different angles of incidence. Crystal quartz has been selected as the window material owing to its good optical properties in far infrared region, in addition to high melting point and very high physical strength. Ordinary and extraordinary modes of propagation inside crystal quartz cuts for incident s and p-polarized light beams have been investigated. z-cut crystal quartz has been selected to get maximum power transmission and reduce the effect of birefringence. The reflectivity of windows for the ordinary mode propagation has been calculated using resonant effect by Fresnal equations for all probing beams and the thicknesses have been optimized corresponding to maximum transmission through the windows. The power transmission of incident beams taking absorption coefficient into account has been given.

Keywords: Crystal Quartz, Ordinary and extraordinary modes, Quartz cuts, Resonant effect and Fresnal equations

INTRODUCTION

Interferometry is the principle diagnostics method for density measurement in tokamak plasmas [1-7]. Radiation of suitable wavelength, decided by beam refraction and mechanical stability of the interferometer support structure, is used to probe the plasma. SST-1 is a modest size (R-1.1m, a-0.2m, $\kappa$-1.7-2, $\delta$-0.4-0.7, $B_z$-3T, $I_0$-220kA) steady state superconducting tokamak designed to operate for stable long pulse duration of 1000 sec. SST-1 plasma will have D-shaped cross-section which limits diagnostics access due to presence of stabilizer and divertor plates. The loss of circular symmetry requires multiview, multichannel density measurements. Optically pumped FIR lasers operating at 118.8µm and 432.6µm have been selected as radiation sources for three views of interferometer being developed for SST-1 tokamak [7]. Far infrared laser beams enter the plasma column through vacuum windows mounted on machine ports.

This paper discusses the criteria for the selection of diagnostic window material for vertical, lateral and tangential viewing of FIR interferometers for SST-1 tokamak. Based on various considerations, crystalline quartz has been found to be the material preferred for vacuum windows in the present case. Section 2 describes lines of sight of vertical, lateral and tangential view FIR interferometers and their orientation at window surface. The selection of window material and possible modes of propagation inside crystal quartz are presented in section 3. The selection of window thickness that corresponds to maximum power transmission through windows for above-mentioned views of the FIR interferometer for SST-1 is presented in section 4. The concluding remarks are made in section 5.

LINES OF SIGHT

In SST-1 tokamak, the density distribution will be measured using a single channel vertical, five channel lateral and six channel tangential FIR interferometers (Fig.1). For vertical viewing, the beam waist $d_v$~7mm is placed at the midplane and expands to $d_v$~8mm. The window aperture has been kept to be 63mm to accommodate the refraction due to transverse density gradient as well as to avoid diffraction losses.

The lateral and tangential views of the FIR interferometer employ fan beam geometries to cover the plasma cross-section [5]. The pivot points in both the views are kept at window surfaces.

Owing to the fan beam geometries, the laser beams are incident on the windows at different angles. Fig.1b shows five probing beams ($l_1$, $l_5$) of the lateral view interferometer and the corresponding incidence angles are 9˚, 4˚, 0˚, -4˚ and -8˚. The beam diameter is $d_{win}$~32mm at the window for lateral viewing and the corresponding clear aperture of the window is taken to be 100mm. Fig.1(c) shows six probing beams ($l_1$, $l_5$) of the tangential view interferometer covering whole of the plasma cross-section (plasma major radius $R = 0.9-1.3m$) at the equatorial plane. The incidence angles of these beams at the window surface are 4.32˚, 2.9˚, 1.46˚, 1.48˚, 2.99˚ and 4.52˚. The Gaussian beam waist $d_{win}$~24mm is located at the retroreflectors mounted on the outside wall of vessel and expands to $d_{win}$~26mm at the vacuum window. The 63mm clear aperture of the window ensures negligible diffraction losses. The transmissivity of windows will be different for different channels since their angles of incidence are different. The thicknesses of windows have been chosen to maximize power transmission for all lines of sight.

SELECTION OF VACUUM WINDOW

The selected windows should have high transmission in the far infrared region and good optical properties in the visible region for easy alignment with visible light. In addition, the mechanical strength of window material should be sufficient to withstand differential pressure and high baking temperature [8]. The window material should satisfy all these critical requirements. The materials that are transparent at far infrared wavelengths include sapphire, crystal quartz, TPX, polyethylene, mica etc [6]. Plastics are not acceptable for high-vacuum devices; therefore, TPX and polyethylene cannot be used to make vacuum windows. Mica has very high physical strength but its melting point is low, hence cannot survive at high baking temperature. Crystal quartz and sapphire seem to be best suited [5,6] for diagnostics windows of FIR interferometers in
SST-1. We have preferred to use crystal quartz due to its lower absorption coefficient than sapphire.

The vacuum windows for FIR interferometer of SST-1 are plane parallel plates of quartz made from its crystalline form by cutting it at precise orientations with respect to its crystallographic axes. Crystal quartz is an optically active and birefringent medium, i.e., the normal eigen modes for arbitrary angle of incidence (with respect to optic axis) are elliptically polarized. It exhibits optical activity for propagation along optic axis and linear birefringence for propagation perpendicular to optic axis. Hence modes of propagation inside crystalline quartz and the state of polarization of transmitted beam depend on orientation of E-vectors of the incident beam with respect to optic axis. The propagation modes inside quartz crystal with cut parallel to optic axis (x & y-cut) are shown in Fig.2(a) and with cut perpendicular to optic axis (z-cut) are shown in Fig.2(b). For single mode propagation inside above-mentioned crystallographic cuts, the E-vectors of incident beam must be oriented exactly parallel or perpendicular to the optic axis, which, in practice, is nearly impossible to achieve.

We have selected z-cut quartz crystal for the vacuum windows for all the views of interferometer. The incident beams are arranged such that each fan of beams lies in single incident planes, with E-vectors oriented normal to this plane. This ascerts that the plane of polarization of the incident laser beams is aligned normal to the optic axis (s-polarization), thereby ensuring ordinary mode propagation inside all the crystal quartz windows. The optic axis is further aligned normal to the toroidal magnetic field of SST-1. This arrangement has an advantage that it introduces lesser ellipticity than x & y cuts in the transmitted beams.

**RESULTS AND DISCUSSION**

The thickness of window is calculated to withstand the atmospheric pressure and minimize reflection losses. The window apertures for vertical and tangential viewing are 76mm and lateral viewing is 114mm. Based on mechanical considerations, the rough estimates of window thickness $d = (1.1PD/\text{MR})^{1/2}$, $P$ = differential pressure, $D$ = window diameter & $\text{MR}$ = modulus of rupture ~ 6000 psi for crystal quartz) are made. Keeping the safety factor of 1.5-2, the window thicknesses are estimated to be 9.9mm and 6.5mm respectively for lateral and vertical/tangential viewing of FIR interferometer.

Further, a precise calibration of window thickness has been done by considering resonant effect between waves reflected by the parallel surfaces of etalon [9].

![Fig. 1](image1.png)

**Fig. 1** (a) Vertical (b) lateral (c) tangential probe beams shown in the Cross-section of SST-1 and (d) tangential probing beams shown in the plan of SST-1.

![Fig. 2](image2.png)

**Fig. 2** Propagation modes (ordinary mode: O-mode & extraordinary mode: E-mode) inside (a) x or y-cut and (b) z-cut crystal quartz with incident planes perpendicular to the window surface.

The refractive index ($n = 2.10748$ for 432.6mm and $n = 2.12033$ for 118.8mm) and absorption coefficient ($\alpha = 0.1$ for 432.6µm and $\alpha = 0.55$ for 118.8µm) are interpolated from the table given by Russel and Bell [10]. The reflectivity of window has been calculated from [11].

$$R_{\text{cr}} = \frac{4R\sin^4\frac{\delta}{2}}{(1 - R)^2 + (4R\sin^2\frac{\delta}{2})}$$  \hspace{1cm} (1)

where, $\delta$ is the phase difference caused due to passage through the windows:

$$\delta = \frac{4\pi}{\lambda} nd \cos \theta,$$  \hspace{1cm} (2)
\( d \) is the window thickness, \( \theta \) is the angle of refraction and \( n \) is the refractive index of crystal quartz for the selected mode of propagation inside the window.

\[
    r_s = \frac{\sin \left( \theta_i - \theta_r \right)}{\sin \left( \theta_i + \theta_r \right)} \quad \quad R = \left| r_s \right|^2
\]

(3)

The reflectivity of z-cut quartz windows has been calculated as function of window thicknesses for vertical, lateral and tangential view interferometers. The reflectivity varies sinusoidally with its thickness at a given incidence angle and for a given wavelength.

Taking power absorption \((P = P_i (1 - \exp (-\alpha/d \cos \theta_r)))\), \(P_i\) = incident power) inside the window into consideration, the power transmissivity of these windows is calculated for all the channels.

The window thickness of 76mm aperture for vertical and tangential viewing of 118.8µm interferometer is 6.502±0.002mm and 114mm aperture for lateral viewing of 432.6µm interferometer is 9.967±0.002mm. The incidence angle for vertical viewing is 3° to eliminate reflection of the He-Ne laser beam [12,13]. The corresponding transmissivity of the window for single pass through two windows is 1.55dB. For double pass lateral and tangential viewing, transmissivity through the windows is plotted in fig.3 as function of window thickness for all channels.

**CONCLUSIONS**

The vacuum windows chosen for various views of far infrared interferometer are made up of crystalline quartz due to double advantage of having low absorption coefficient and being transparent to both far-infrared and visible radiation. Further, it has high melting point to withstand baking temperature of 250°C. z-cut crystal quartz should be preferred to get maximum power transmission and reduce ellipticity. The thickness, 6.502±0.002 mm for vertical/tangential and 9.967 ± 0.002 mm for lateral viewing minimizes reflection losses and can withstand atmospheric pressure. The above-mentioned thicknesses provide maximum transmission for all the 12 channels of vertical, lateral and tangential view interferometers.
Fig. 3 Transmissivity as function of thickness for (a) single channel vertical (V), (b) five channel lateral and (c) six channel tangential viewing.
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ABSTRACT

The non leptonic properties of \( B_c \) meson in the final \( J/\Psi \) state have been studied in the general framework of non relativistic potential models. The Schrödinger equation correspond to \( B_c (\bar{c} b) \) and \( Q (c, b) \) is solved numerically using the Coulomb plus power potential with varying index of the potential ranging from 0.1 to 2.0 as the quark-antiquark interaction. We employ the experimental quarkonia masses to fix the quark masses and the corresponding potential parameters. The ground state mass of the \( B_c \) meson is predicted with no additional parameters. The resultant masses and their radial wave functions obtained here are used to compute the decay widths for \( B_c \to J/\Psi \pi^+ \) channel. The predicted mass is found to be in accordance with the experimental data for the choices power of the potential, \( \nu = 0.5 \) for \( B \) meson and \( \nu = 0.5 \) for \( J/\Psi \) meson. The non leptonic decay width is found to occur at relatively weaker interquark potential compared to that responsible to form the bound state.

**Keywords:** non leptonic decay, quarkonia, potential models

INTRODUCTION

\( B_c \) meson is of particular interest amongst the heavy flavoured mesons because of its uniqueness of being only open flavoured heavy meson. The spectroscopy and decay properties of \( B_c \) meson have been predicted by various theoretical models \[1-9\]. Study on the decay properties of \( B_c \) meson in final state \( J/\Psi \) is of particular interest for experimentalists, because \( J/\Psi \) can be observed with the high precision in the leptonic mode \( J/\Psi \to \mu^+ \mu^- \). Contrary to the semileptonic modes, the nonleptonic decay mode \( B_c \to J/\Psi \pi^+ \) is outstanding in reconstructing the \( B \) vertex by detecting charged particle tracks and the \( B \) mass can be measured.

NONLEPTONIC DECAY WIDTHS

The estimation of the decay widths \( B_c \to J/\Psi \pi^+ \) has been carried out by various theoretical models \[4, 5, 10\]. However, the potential models are assumed to give more precise prediction about the decay width due to the fact that the transition form-factors are determined by the overlapping integrals of the decaying and the produced mesons. For the present study we follow the non relativistic formalism given by \[10\] according to which the total decay width for the \( B_c \to J/\Psi \pi^+ \) channel can be given by,

\[
\Gamma(B_c \to J/\Psi \pi^+) = \frac{3}{8} \frac{G_F^2}{\sqrt{2}} \frac{f_{B_c} f_{\pi}}{m_{B_c} m_{\pi} m_{J/\Psi}} \frac{1}{3} \left( \frac{m_{B_c}}{m_{\pi}} \right)^2 \ln \left( \frac{m_{B_c}}{m_{\pi}} \right) \frac{S^3}{v} \quad (1)
\]

In Eqn. 1, \( f_{B_c} \) and \( f_{\pi} \) are the decay constants and are obtained by parameterizing the matrix elements of weak current between the corresponding mesons and the vacuum as,

\[
\langle O \mid J^F \mid P \rangle (k) = if_{\pi} k \quad (2)
\]

\[
\langle O \mid J^Q \mid P \rangle (k) = f_{B_c} M \alpha \quad (3)
\]

The decay constants appeared in Eqn. 1 can be computed in the nonrelativistic formalism by incorporating first order QCD correction to the Van Royen-Weiskopf formula as,

\[
f_{\pi/\nu} = \frac{3}{m_{\pi} m_{\nu}} \mathcal{R}_{\pi/\nu} (0) \left( 1 + \frac{e}{\pi} \frac{m_{\pi}}{m_{\nu}} \ln \frac{m_{\nu}}{m_{\pi}} - \frac{3S}{v} \right) \quad (4)
\]

Here, \( \delta = 8/3 \) and \( \delta = 2 \). Hence, by knowing about the spectroscopic parameter and behavior of the wave function at origin we can calculate the decay width for \( B_c \to J/\Psi \pi^+ \)

THE PHENOMENOLOGY AND EXTRACTION OF THE SPECTROSCOPIC PARAMETERS

For the description of the quark-antiquark bound states, we adopt the phenomenological Coulomb plus power potential (CPP) expressed as \[11, 12\]

\[
V(r) = -\frac{e^2}{r} + A r^\nu \quad (5)
\]

Here, \( \alpha \) is the running strong coupling constant which is computed as,

\[
\alpha_s(\mu^2) = \frac{4\pi}{(1-\nu/3)\ln(\mu^2/\Lambda^2)} \quad (6)
\]

\( W \) is the number of flavors, \( \mu \) is the renormalization scale related to the constituent quark mass and \( \Lambda \) is the QCD scale which is taken as 0.150 GeV by fixing \( \alpha_s = 0.118 \) at the \( Z^0 \)-boson mass (91 GeV) \[13\].

![Potential Strength A (in Ge V^−1) obtained from ground state spin average mass against the choices of potential index, ν(0.1 ≤ ν ≤ 2.0)](image)
The potential parameter, $A$ of Eqn.4 is similar to the string strength $\sigma$ of the Cornell potential. We particularly chose to vary $\nu$ in our study as very different interquark potentials can provide a fair description of the mass spectra, while the transitions and other decay properties are very sensitive to the wave functions. And the wave functions vary differently with different choices of interquark potential. Thus in the present study, we vary the potential index $\nu$ in the range $0.1 \leq \nu \leq 2.0$. It can also provide significant understanding of the quark-antiquark interaction in the mesonic states while they undergo a transition or decay through annihilation channels. The different choices of $\nu$ here then correspond to different potential forms. So, the potential parameter $A$ expressed in GeV can be different for each choice of $\nu$. The model potential parameter $A$ and the mass parameter of the quark/antiquark $(m_m, m_a)$ are fixed using the known ground state center of weight (spin average) mass and the hyperfine splitting $(M_{3s} - M_{1s})$ of the ground state $cc$ and $bb$ systems respectively. The spin average mass for the ground state is computed for the different choices of $\nu$ in the range $0.1 \leq \nu \leq 2.0$. The spin average or the center of weight mass, $M_{\text{CW}}$ is calculated from the known experimental/theoretical values of the pseudoscalar $(J=0)$ and vector $(J=1)$ mesonic mass as

$$M_{\text{CW}} = \frac{\Sigma(2l+1)M_{l}}{\Sigma(2l+1)}$$  \hspace{1cm} (7)

The Schrödinger equation is numerically solved using the mathematica notebook of the Runge-Kutta method [14]. For computing the mass difference between different spin degenerate mesonic states, we consider the spin dependent part of the usual one gluon exchange potential (OGE) interaction given by [17]

$$V_{\text{SD}}(r) = V_{\text{SD}}(r) \left[ 5(S+1) - \frac{3S}{2} \right]$$  \hspace{1cm} (8)

The coefficient of this spin-dependent term of Eqn.7 is given by the usual one gluon exchange (OGE) interaction as

$$V_{\text{SD}}(r) = \frac{15\pi \alpha}{\pi m_{\pi}^2} <\pi^0 r>$$  \hspace{1cm} (9)

The computed masses of the $B_{c}$ and $cc$ states are listed in Table 1. The spectroscopic parameters thus correspond to the fitted quark masses, the potential strength $A$, the potential index, $\nu$, and the corresponding radial wave functions. The fitted mass parameters are $m_c = 1.28 \text{ GeV}/c^2$, $m_b = 4.4 \text{ GeV}/c^2$ while the potential strength $A$ for each choice of $\nu$ are shown in Fig. 1. The numerical solution for the radial wavefunctions thus obtained for the different choices of the potential index, $\nu$ are plotted in Fig. 2 and in Fig. 3 in the case of $Bc$ and $cc$ systems respectively.

**Table-1** Masses (in GeV) of $B$, $J/\Psi$ mesons and decay widths of $B \rightarrow J/\Psi\nu^+$

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>$M_{B_c}$ GeV</th>
<th>$M_{J/\Psi}$ GeV</th>
<th>$I_{B_c}$ GeV</th>
<th>$F_{J/\Psi}$ GeV</th>
<th>$B_c \rightarrow J/\Psi\nu^+$ $\times 10^{-5}$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>6.305</td>
<td>3.076</td>
<td>0.264</td>
<td>0.231</td>
<td>0.21</td>
</tr>
<tr>
<td>0.5</td>
<td>6.279</td>
<td>3.088</td>
<td>0.428</td>
<td>0.376</td>
<td>1.48</td>
</tr>
<tr>
<td>0.7</td>
<td>6.268</td>
<td>3.093</td>
<td>0.477</td>
<td>0.420</td>
<td>2.31</td>
</tr>
<tr>
<td>0.8</td>
<td>6.264</td>
<td>3.095</td>
<td>0.497</td>
<td>0.437</td>
<td>2.74</td>
</tr>
<tr>
<td>0.9</td>
<td>6.26</td>
<td>3.097</td>
<td>0.515</td>
<td>0.453</td>
<td>3.16</td>
</tr>
<tr>
<td>1.0</td>
<td>6.256</td>
<td>3.099</td>
<td>0.530</td>
<td>0.467</td>
<td>3.57</td>
</tr>
<tr>
<td>1.1</td>
<td>6.253</td>
<td>3.100</td>
<td>0.544</td>
<td>0.480</td>
<td>3.97</td>
</tr>
<tr>
<td>1.3</td>
<td>6.246</td>
<td>3.103</td>
<td>0.568</td>
<td>0.501</td>
<td>4.75</td>
</tr>
<tr>
<td>1.5</td>
<td>6.241</td>
<td>3.106</td>
<td>0.588</td>
<td>0.519</td>
<td>5.47</td>
</tr>
<tr>
<td>2.0</td>
<td>6.321</td>
<td>3.111</td>
<td>0.624</td>
<td>0.552</td>
<td>7.04</td>
</tr>
<tr>
<td>Expt(20)</td>
<td>6.277</td>
<td>3.097</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[2]</td>
<td>6.27</td>
<td>3.096</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[5]</td>
<td>6.302</td>
<td></td>
<td>1.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[10]</td>
<td></td>
<td></td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RESULTS AND DISCUSSIONS**

The computed mass spectra and decay constants for $B$, and $J/\Psi$ mesons and the decay widths for $B \rightarrow J/\Psi\nu^+$ channel with different choices of potential index $\nu$ are shown in Table 1. Our computed mass parameter agrees with the experimental data [20] for the $\nu \approx 0.5$ for $B_c$ meson and $\nu \approx 0.9$ for $J/\Psi$ mesons. As experimental results are still awaited for the decay channel $B \rightarrow J/\Psi\nu^+$. We find our results in the range of potential index $0.1 \leq \nu \leq 0.8$ are in accordance with other theoretical model predictions. It is being observed that the nonleptonic weak decays of $B_c$ meson occur at relatively weaker interquark potential than that corresponds to form a bound state. Such a behavior as seen from the present study is in accordance with our understanding that weak interaction is smaller than strong interaction range.
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We have calculated ab initio the electronic, structural and elastic properties of CoN in rocksalt (RS) and zincblende (ZB) structures using full potential linearised augmented plane wave method with generalised gradient approximation as exchange correlation. Of these two phases, the ZB-CoN is more stable. The density of states show no band gap indicating the compound is metallic. The second order elastic constants have been calculated and other related quantities such as Zener anisotropy factor, Poisson's ratio, Young's modulus, Kleinman parameter, Debye temperature, sound velocities have also been determined.
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**Introductions**

Transition metal nitrides are well known for possessing a number of extreme properties that are of scientifically interest and technologically important [1]. They show a rich variety of properties ranging from high Tc superconductivity to very hard surface coatings and heterogeneous catalysis. In view of these properties, a large number of theoretical investigations were carried out in the last few decades [2-4]. The aim of this paper is to present the result of a theoretical investigation of the structural, electronic and elastic properties of CoN in both rocksalt and zincblende structures. The calculations were done using the full-potential linearised augmented plane wave (FP-LAPW) method [5-7] based on the density functional theory. Recently CoN has been synthesized by Suzuki et al in zincblende structure [8]. In addition, Taylor et al. [9] reported the existence of CoN in zincblende structure. Schmit-Dumont et al. [10] synthesized CoN in rocksalt structure. However, Shimizu et al. [4] theoretical calculation using LDA claimed that rock salt structure is more stable. While Wang Hong-Bo et al. [11], using GGA, have shown that ZB-CoN is more stable. From the earlier comparisons [12-14] of the computational works using LDA and GGA, it is well known that GGA yields good agreement with experiments. Therefore, in this study, GGA is applied. The rest of the paper is organised as follows. In sec. 2 we describe the details of the ab initio method used. In sec. 3 we report the structure of two different phases of CoN studied band structure, density of states and elastic constants of RS-CoN and ZB-CoN as results and discussion. Overall conclusion is given in sec. 4.

**Computational details**

The calculation of cobalt nitrides in the rock salt and zincblende structures were performed with the FP-LAPW within the framework of the density functional theory with GGA-PBE for the exchange correlation potential [5]. We have employed the scalar relativistic hybrid full potential (linearized) augmented plane waves plus local orbitals (FP-LAPW+lo) method as implemented in the WEIN2k code [15]. This method has been extensively tested and is among the most accurate methods for performing electronic structure calculations of crystals. In this method, the unit cell is devided into non-overlapping atomic spheres whose centre is at atomic position and interstitial region. Inside the muffin tin region the potential is a product of radial function and spherical harmonics. For the interstitial region, i.e., outside the muffin tin sphere, the potential are expanded in plane waves. Muffin-tin spheres for metal atoms, carbon atoms and nitrogen atoms are listed in table 1. For every case the wave functions inside the MT spheres which are expanded into spherical harmonics are up to l=6 and the RK_{z} = 10. The number of k points used for the integration procedure is 7000 which reduces to 222 irreducible k points inside the Brillion zone including five high symmetry points W, L, Γ, X and K. The calculations were performed at the equilibrium lattice constants, which are determined from the plot of total energy against the unit cell volume by fitting to the Murnaghan equation of state [16].

**Results and Discussion**

We investigated two different phases of CoN, namely, the rock salt structure (space group F-43m) and zincblende structure (space group Fm-3m). The equilibrium lattice parameter, bulk modulus, and its pressure derivative have been computed by minimizing the crystal total energy calculated for different values of the lattice constants by means of Murnaghan's equation of state (EOS) [16] and are shown in Fig 1 (a)-(b). The results are listed in Table 1 along with other experimental and theoretical values. It is found that zincblende (ZB-CoN) phase has lower energy and is more stable structure. This result is in agreement with the other theoretical work by Schimizu et al. which claimed that RS-CoN is more stable than ZB-CoN. The lattice parameters are found to be 4.00 Å for RS-CoN and 4.24 Å for ZB-CoN. It indicates that the unit cell of RS-CoN is smaller than that of ZB-CoN, which is in agreement with the experimental result. The lattice parameter of ZB-CoN differs from that of experimental by an amount of 0.04 Å to 0.05 Å, indicating the accuracy of our work. The calculated bulk moduli for RS-CoN and ZB-CoN are 3.09 Mbar and 2.58 Mbar respectively which are in agreement with other theoretical work by Wang Hong-Bo et al. [11]. The band structure of CoN in both structures are shown in Fig.2 (a)-(b). It can be seen that there are many bands crossing the Fermi level in the band structures of.
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both structures. It clearly indicates that RS and ZB structure of CoN exhibits metallic in nature. The total and partial density of states (DOS) are shown in Fig. 3 (a-f). The metal 3d states and the N 2p states are strongly hybridized in total DOS in both the structures. The lowest band in the band structure is mainly nitrogen 2s orbital. They do not contribute to the bonding. Above this band, there lies the 2p non-metal and 5d metal states. These bands overlap and mixed in Δ. According to Hund’s rule, the d band is further decomposed to d-t and d-e. This is observed in band structure as the 3d metal state decomposes to d-t and d-e originating at Γ. The bands near the Fermi level are mainly contributed by Co-d and N-p.

From the valence electron density plot along the 100 planes in Fig. 4 (a) and Fig. 4(b), it seems that the bond between the Co and N in RS-CoN has more covalent nature whereas ZB-CoN shows more ionic nature. This may be the cause of difference in stability and other physical properties such as hardness etc. The covalency/ionicity nature in the compound can also be explained from charge transfer analysis.

The difference in the electronic charge inside the atomic sphere between the crystal (LAPW) value $Q_{\text{crystal}}$ and the superimposed atomic value $Q_{\text{sphere}}$ which is the quantity for studying charge transfer in a compound are given in table 2. From this table we can observe that in ZB-CoN there is a charge transfer of about two electrons from the metal to the non-metal. While in RS-CoN the charge transfer is about half an electron. Therefore one can conclude that ionic nature is more in ZB-CoN whereas covalent nature is more in RS-CoN.

In this study, to compute the elastic constants $C_{ij}$ we use the 'volume conserving' technique [17]. For cubic crystal structures such as those of ZB-CoN or RS-CoN, the necessary condition for mechanical stability is given by [18] $(C_{11} - 2C_{12}) > 0$, $(C_{11} + 2C_{12}) > 0$, $C_{11} > 0$, $C_{12} > 0$. The findings are listed in Table 1. These values satisfy all the stability conditions. Thus we have concluded that both ZB-CoN and RS-CoN are mechanically stable which favours the experimental results [8-10].

![Fig. 1(a)](image1.png) Total energy of RS-CoN as a function of volume. The circles are the calculated points and the curve is fitted to Murnaghan’s equation of state.

![Fig. 1(b)](image2.png) Total energy of ZB-CoN as a function of volume. The circles are the calculated points and the curve is fitted to Murnaghan’s equation of state.

![Fig. 2(a)](image3.png) Electronic band structure of RS-CoN

![Fig. 2(b)](image4.png) Electronic band structure of ZB-CoN

![Fig. 3(a)](image5.png) Total density of states of RS-CoN

![Fig. 3(b)](image6.png) Partial density of states of Co in RS-CoN
Fig. 3 (c) Partial density of states of N in RS-CoN.

Fig. 3 (d) Total density of states of ZB-CoN.

Fig. 3 (e) Partial density of states of Co in ZB-CoN.

Fig. 3 (f) Partial density of states of N in ZB-CoN.

Fig. 4. (a) Total valence charge density of RS-CoN in 100 plane.

Fig. 4. (b) Total valence charge density of ZB-CoN in 100 plane.

Table 1. Calculated and experimental lattice constant (a0), bulk modulus (B), and the pressure derivative of bulk modulus (B’), Zener anisotropy factor (A), Poisson’s ratio (v), Kleinman parameter (ζ), Young’s modulus (Y), and shear modulus (C’), longitudinal, transverse, average elastic wave velocities (vl , vt , vm) and the Debye’s temperature (θD) of RS-CoN and ZB-CoN.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Rock salt structure</th>
<th>Zincblende structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>a, År</td>
<td>4.00°, 4.05°, 3.90°, 4.27°</td>
<td>4.24°, 4.29°, 4.20°, 4.29°</td>
</tr>
<tr>
<td>B, Mbar</td>
<td>3.09°, 2.93°, 4.82°</td>
<td>2.58°, 2.56°, 2.45°</td>
</tr>
<tr>
<td>B’, Mbar</td>
<td>4.51°</td>
<td>8.06°</td>
</tr>
<tr>
<td>C11, Mbar</td>
<td>4.36°</td>
<td>2.77°</td>
</tr>
<tr>
<td>C12, Mbar</td>
<td>2.87°</td>
<td>2.08°</td>
</tr>
<tr>
<td>C44, Mbar</td>
<td>0.99°</td>
<td>1.45°</td>
</tr>
<tr>
<td>A</td>
<td>1.34°</td>
<td>4.19°</td>
</tr>
<tr>
<td>v,</td>
<td>0.37°</td>
<td>0.36°</td>
</tr>
<tr>
<td>ζ</td>
<td>0.75°</td>
<td>0.82°</td>
</tr>
<tr>
<td>Y (Mbar)</td>
<td>2.43°</td>
<td>2.22°</td>
</tr>
<tr>
<td>C (Mbar)</td>
<td>0.74°</td>
<td>0.34°</td>
</tr>
<tr>
<td>vl (m/s)</td>
<td>10620.50°</td>
<td>10764.12°</td>
</tr>
<tr>
<td>vt (m/s)</td>
<td>4840.97°</td>
<td>5086.85°</td>
</tr>
<tr>
<td>vm (m/s)</td>
<td>5456.72°</td>
<td>5724.03°</td>
</tr>
<tr>
<td>θD (K)</td>
<td>644.93°</td>
<td>637.34°</td>
</tr>
</tbody>
</table>

a Present work, b Ref. [11], c Ref. [4], d Ref. [9], e Ref. [22], f Ref. [8]

Table 2 LAPW partial charge difference for RS-CoN and ZB-CoN

<table>
<thead>
<tr>
<th>Inside the atomic spheres</th>
<th>Co</th>
<th>N</th>
<th>Co</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q^0_{\text{crystal}})</td>
<td>25.016</td>
<td>6.568</td>
<td>24.432</td>
<td>5.654</td>
</tr>
<tr>
<td>(Q^0_{\text{atomic}})</td>
<td>25.061</td>
<td>6.225</td>
<td>26.431</td>
<td>5.653</td>
</tr>
<tr>
<td>(Q^0_{\text{crystal}} - Q^0_{\text{atomic}})</td>
<td>-0.448</td>
<td>0.343</td>
<td>-1.999</td>
<td>0.001</td>
</tr>
</tbody>
</table>

The Zener anisotropy factor A, Poisson’s ratio v, shear modulus C’, and Young’s modulus Y are calculated using the relations given by Mayer et al. [19].

\[
A = \frac{2C_{44}}{C_{11}C_{12}}, \quad v = \frac{1}{2} \left[ \frac{B - \frac{1}{2} G}{B + \frac{1}{3} G} \right], \quad Y = \frac{9GB}{G + 3B}
\]
Where, \( G_c = G_s + G_k/2 \) is the isotropic shear modulus, \( G_k \) is Voigt's shear modulus corresponding to the upper bound of \( G \) values, and \( G \) is Reuss's shear modulus corresponding to the lower bound of \( G \) values. They can be expressed as

\[
G_c = \left( \frac{C_{11} + C_{12} + 3C_{44}}{5} \right)
\]

\[
G_k = \frac{4}{C_{11} - C_{12}} + \frac{3}{C_{44}}
\]

The Kleinman parameter \( \zeta \) which describes the relative positions of the cation and anion sub lattices under volume conserving strain distortions for which positions are fixed by symmetry. We use the following relations for Kleinman parameter and

\[
C' = \left( C_{11} - C_{12} \right) / 2
\]

for the shear modulus [20]. The calculated value of density \( \rho \), Zener anisotrophy factor A, Poisson's ratio \( \nu \), Kleinman parameter \( \zeta \), Young's modulus \( Y \), and shear modulus \( C' \) of RS-CoN and ZB-CoN are listed in table 1. Following common relation given in Ref. [21], the Debye temperature \( \theta_D \) is calculated from the elastic constants data using the average sound velocity \( v_M \), by the relation

\[
\theta_D = \frac{\hbar}{k} \left[ \frac{3n}{4\pi N \rho} \right]^{3/2} v_M
\]

where \( \hbar \) is Plank's constant, \( k \) is the Boltzmann's constant, \( NA \) is Avogadro's number, \( n \) is the number of atoms per formula unit, \( M \) is the molecular mass per formula unit, \( \rho \) (=\( M/V \)) is the density, and \( v_M \) is given as [23]

\[
v_M = \left[ \frac{1}{3} \left( \frac{2}{v_l} + \frac{1}{v_t} \right) \right]^{1/3}
\]

where \( v_l \) and \( v_t \) are the longitudinal and the transverse elastic wave velocities, respectively, which are obtained from Navier's equations [24]

\[
u_l = \sqrt{\frac{3B + 4G}{3\rho}} \quad \nu_t = \frac{G}{\sqrt{\rho}}
\]

The calculated values of the longitudinal, transverse and average sound velocities along with the Debye temperature are given in table 1.

**Conclusion**

To conclude, we have studied the structure, elastic properties, and lattice stability of CoN in rock salt and zincblende phase. The calculation reveals that with two structures, the ground state energy of zincblende phase of CoN is higher as compare to rock salt CoN phase. The calculated band structure shows that these materials are metallic in nature. The density of states for both structures indicate that the metal Co 3d state intensely hybridize with the N 2p. The bonding nature of RS-CoN can be described as covalent due to hybridization of N and Co states, but there is also some ionic character with the electron transfer from the metal atoms to nitrogen atoms as well as obvious metallic character. The bonding nature of RS-CoN is seems to be dominated by covalent nature and that of ZB-CoN is dominated by ionic nature.
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ABSTRACT

Tungsten Ditelluride (WTe₂) crystals having a layered structure grown by chemical vapour transport technique (CVT) using iodine as transporting agent are studied here. The electrical resistivity and thermoelectric power (TEP) of these crystals were carried out within the range 313K to 573K. The crystals were found to exhibit semiconducting nature in this range. The activation energy, Seebeck coefficient and scattering parameters were calculated for these crystals. The Hall coefficient, carrier concentration and Hall mobility were determined from Hall Effect measurements at room temperature. Also the measurement of Thermal conductivity and Electrical conductivity of WTe₂ crystals along the chain axis were carried out. The implications of the results have been discussed.

Key words: Tungsten Ditelluride thermoelectric power, Seebeck co-efficient, scattering parameter, thermal conductivity, electrical conductivity.

INTRODUCTION

W and Te are the members of groups VIB and VIA respectively, which possess layered structure. Tungsten Ditelluride constitutes a well defined family of compounds which crystallize in a layer type structure. The layered tungsten dichalcogenides also exhibits superconducting behavior when intercalated with alkali. The crystal structure of WTe₂ is orthorhombic with space group PnOCUS having lattice parameters a=3.38Å, b=6.27Å and c=14.16Å. The study of electrical properties of the layered compounds of the group IV-VI has aroused a widespread interest and attention of the material scientists all over the world during the last few decades [1-8]. Most of the semiconductor applications are governed by the electrical properties of the materials. Hence, electrical properties like resistivity, Hall coefficient, thermoelectric power, thermal conductivity and electrical conductivity along the chain axis were carried out on the WTe₂ crystals. The study of thermo electric power provides an independent way to determine the charge carrier sign, density and position of Fermi level in semiconductors.

EXPERIMENTAL

Crystals of Tungsten Ditelluride (WTe₂) grown by [9] chemical vapour transport method using iodine as the transporting agent are studied here. In this report we present results on electrical resistivity and thermoelectric power measured in temperature range 313K to 573K and also on hall parameters, electrical conductivity and thermal conductivity[3,5].

RESISTIVITY MEASUREMENTS

In the present study, resistivity has been measured perpendicular to c-axis (along the chain axis).

Two- probe method and four- probe method are used for resistivity measurement.

TWO-PROBE METHOD

In the present study resistance has been measured along the cleavage plane with the help of multimeter (model 2700, Make: KEITHLEY). The measurements were carried out in the temperature range from 313K to 573K at an interval of 5K. The resistivity (ρ) of the samples was calculated by using the formula

\[ ρ = \frac{RA}{l} \]

(1)

Where A is the cross sectional area of the specimen in the direction of measurement, R is the resistance of the specimen and l is the length of specimen.

From the slopes of log ρ Vs 1000/T plots the values of activation energies were calculated using the formula,

\[ E_a = 2.303 \times k_b \times T \times \text{slope}(\text{eV}) \]

(2)

Where \(k_b = 8.602 \times 10^{-3} \text{eV/K}\)

FOUR-PROBE METHOD

Electrical resistivity measurements along chain axis of WTe₂ single crystals were performed by four- probe method. Measurements were performed in the temperature range from 303K to 483K using the set up made in our laboratory. Expressions for resistivity and activation energy are same as two-probe method.

MEASUREMENT OF HALL PARAMETERS

Hall Effect measurement was performed along the cleavage plane of crystals of WTe₂ in order to determine the type of conductivity, mobility and carrier concentration. Ohmic nature of the contacts taken (by silver conducting adhesive) for these measurement was confirmed by I-V characteristics measurement using Van der Pauw technique. Knowing the value of difference in resistance (R), magnetic field (B) and thickness of the sample t, the mobility of charge carriers is evaluated using the relation

\[ \mu = \frac{t \times \Delta R}{A B} \]

(3)

The Hall coefficient (R_H) and carrier concentration (n) are evaluated using the following formula;

\[ R_H = \mu \times \rho \]

(4)

\[ n = \frac{1}{R_H} \]

(5)

THERMEOLECTRIC POWER MEASUREMENT

The measurements of the thermoelectric power with temperature were carried out in the temperature range 313 K to 573 K. For the study of temperature dependent thermoelectric power S of a p-type semiconductor the expression is given by


\[ S = \frac{k}{e} \left( A + E_{Fv} \right) \]

(6)

Where \( k \) is Boltzmann constant, \( e \) is the electronic charge, \( E_{Fv} = E_F - E_v \) is the separation of the fermi level from the top of the valence band and \( A \) is the constant determined by the scattering process.

**THERMAL CONDUCTIVITY**

A simple method known as the divided bar method for thermal conductivity measurement is used. Here, thermal conductivity is measured at 100°C. Assuming that the loss of heat by radiation from the surfaces is negligible compared to the heat transferred and the heat flowing through the metal block and the crystal, we get:

\[ K_m A \frac{dT}{dX} = K_c A \frac{dT}{dX} \]

(7)

\[ K = \frac{K_m}{K_c} \frac{dT}{dX} \]

(8)

Here, \( K_m, K_c \) are co-efficient of thermal conductivity of metal and crystal respectively and \( (dT/dX)_m \) and \( (dT/dX)_c \) are thermal gradients of metal and crystal respectively[5].

**ELECTRICAL CONDUCTIVITY**

Electrical conductivity (\( \sigma \)) is given by

\[ \sigma = \frac{1}{\rho} \]

(9)

Where, resistivity,

\[ \rho = R \times A/l \]

(10)

Here, electrical conductivity is also measured at 100°C.

**RESULTS AND DISCUSSION**

Variations of \( \log \rho \) versus 1000/T for WTe\(_2\) crystals for two-probe method and four-probe method are shown in Figures 1 and 2 respectively. The resistivity along the cleavage plane decreases with increase in the temperature which indicates the semiconducting behavior of these crystals. From the high temperature resistivity measurements we get the activation energy of WTe\(_2\) crystals which is presented in Table 1. Variation of thermoelectric power (S) with an inverse of temperature for WTe\(_2\) crystals is shown in Figure 3. From the variation of thermoelectric power with temperature gives the value of scattering parameter and fermi energy are given in Table 3. All the results obtained from the Hall Effect measurements are given in Table 2. Current-voltage characteristic of WTe\(_2\) crystal is shown in Figure 4. Using Wiedemann–Franz law, we can find the Lorenz number of WTe\(_2\) crystal which is the relation between thermal conductivity and electrical conductivity. The values of thermal conductivity, electrical conductivity and Lorenz number (L) are given in the table 4.

**Table - 1** Activation energies determined by high temperature resistivity measurement for WTe\(_2\) crystals

<table>
<thead>
<tr>
<th>Sample (method)</th>
<th>Temperature (K)</th>
<th>Activation Energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTe(_2) (Two-Probe)</td>
<td>313-573</td>
<td>0.2542</td>
</tr>
<tr>
<td>WTe(_2) (Four-Probe)</td>
<td>368-428</td>
<td>0.0778</td>
</tr>
<tr>
<td>WTe(_2) (Four-Probe)</td>
<td>433-483</td>
<td>0.1850</td>
</tr>
</tbody>
</table>

**Table - 2** Hall parameters for WTe\(_2\) crystals

<table>
<thead>
<tr>
<th>Sample</th>
<th>( \rho ) (( \Omega \cdot m ))</th>
<th>Conductivity ( \sigma ) (( \Omega \cdot m )(^{-1})( \cdot )m(^{-1}))</th>
<th>Hall coefficient ( R_H ) (m/C)</th>
<th>Mobility ( \mu ) (m(^2)/Vs)</th>
<th>Carrier concentration ( N_c \times 10^{10} ) (m(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTe(_2)</td>
<td>3.11</td>
<td>0.32</td>
<td>621</td>
<td>239</td>
<td>2.44x10(^{10})</td>
</tr>
</tbody>
</table>

**Table - 3** Parameters \( A \), \( E_{Fv} \) and s for WTe\(_2\) crystals

<table>
<thead>
<tr>
<th>Sample</th>
<th>( A )</th>
<th>Scattering parameters</th>
<th>( E_{Fv} ) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTe(_2)</td>
<td>1.1970</td>
<td>1.3030</td>
<td>0.3480</td>
</tr>
</tbody>
</table>
Table 4 Value of electrical conductivity, thermal conductivity and Lorentz number for WTe₂ crystals

<table>
<thead>
<tr>
<th>Electrical conductivity</th>
<th>Thermal conductivity</th>
<th>Lorentz number</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.7288 \times 10^{-3}$ (Ω cm)</td>
<td>0.03134 W cm K⁻¹</td>
<td>0.048 W K⁻¹</td>
</tr>
</tbody>
</table>

CONCLUSIONS

The resistivity along the basal plane decreases with increase in the temperature which indicates the semiconducting nature of these crystals and also we can use this material as a lubricant at high temperature. The positive values of the Hall coefficient and the Seebeck co-efficient of the crystals of WTe₂ indicate that all crystals are $p$-type in nature and majority charge carriers in them are holes. The values of thermal conductivity, electrical conductivity and Lorenz number confirmed that the crystal of WTe₂ has semiconductor nature.
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ABSTRACT

Present paper reports various total cross sections viz. total elastic, total inelastic, total ionization and total cross sections for ethylene oxide on electron impact from ionization threshold to 2 keV. We have employed the well established Spherical Complex Optical Potential (SCOP) formalism to compute total elastic and total inelastic cross sections. While total (complete) and total ionization cross sections are derived from these cross sections. There is only one measurement for total (complete) cross sections and a BEB (Binary - encounter Bethe) calculation by the same group for total ionization cross sections. In the present case, both cross sections are derived from the same formalism and hence we are quite confident that these results are consistent. Also, the results give an overall good agreement with other data in both cases.

Key words: ethylene oxide; Total cross section; Spherical Complex Optical Potential; Complex Optical Potential ionization contribution

INTRODUCTION

Ethylene oxide (C₂H₃O) is an organic compound composed of two alkyl groups attached to an oxygen atom in a cyclic shape. Because of its special molecular structure, ethylene oxide easily participates in the addition reaction, opening its cycle, and thus forming polymers [1,2]. Electron impact studies on these molecules are very important since they find applications in varied fields [3-5]. Its principle use lies in the manufacture of ethylene glycol and higher alcohols which find important applications in automotive antifreeze, explosives, cellophane, polyester resins, synthetic fibers and rubbers, and hydraulic fluids. Moreover ethylene oxide in mixture with carbon dioxide and halogenated propellants find utility as a fumigant, fungicide and sterilizing agent [6]. The local chemistry in all these cases is dependent on the reactive nature of these chemicals and their radicals formed by the scattering by electrons. Hence, electron impact scattering and ionization is very important to characterize the nature of reactions possible in such cases.

Electron impact studies with organic targets gained prominence after the study of Boudaiffa et al [7]. They pointed out that secondary electrons produced by energetic radiations are responsible for single and double strand breaks in DNA. Moreover systematic and detailed knowledge of cross sections resulting from electron collisions with simple organic systems can help us to understand the behavior of more complex biomolecules. Despite its importance very little attempts were made in this direction. The only measurement of electron impact total cross sections is performed by Szymtowski et al [8]. They have also reported total ionization cross section using BEB formalism. To the best of our knowledge, no other experimental and/or theoretical cross section data is available for this molecule in the present energy range.

THEORETICAL METHODOLOGY

In our Spherical Complex Optical Potential (SCOP) formalism [9], the electron-molecule system is represented by a complex potential given by,

\[ V(r, E) = V_s(r, E) + i V_i(r, E) \]  

such that

\[ V_s(r, E) = V_f(r) + V_f(r, E) + V_r(r, E) \]  

represents various real potentials arising from the electron target interaction namely, static, exchange and polarization respectively. To evaluate these potentials we use spherically averaged molecular charge-density \( \rho(r) \), determined from the constituent atomic charge densities given by Cox and Bonham [10]. Since the molecule dealt here is quite large, we have adopted a group additivity method to represent the charge density. In this method the molecular charge density is partitioned depending on the bond length and various groups associated with the molecule. For ethylene oxide, the C-H, and O were treated as separate groups and then the charge density is formulated by adding it at the centre of mass of each group in the molecule [11]. Later the charge densities corresponding to these groups are added together and renormalized incorporating the covalent bonding to get the complete picture. The exchange potential may be derived from the static potential thus obtained employing Hara’s parameter free and energy dependent ‘free electron gas exchange model’ [12]. The polarization potential is of Zhang et al [13]. Finally, the imaginary part \( V_i \) of the complex potential is derived from the well-known non-empirical quasi-free model form given by Stasiewska et al. [14].

\[ V_s(r, E) = \rho(r) \left( \frac{T_n}{2} \left( \frac{8\pi}{10E} \right) \right) \theta(p^2 - k^2 - 2\Delta - (A_s + A_e)) \]  

(3)

The local kinetic energy of the incident electron is given by,

\[ T_n = E - (V + V_w + V_r) \]  

(4)

Where, \( A_s, A_e, \) and \( A_s \) are dynamic functions (defined in ref [14]) depends differently on \( \theta(x) \), \( I \), \( \Delta \) and \( E \), where \( I \) is the ionization threshold of the target, \( p^2 = 2E, \) and \( k_e = \sqrt{3\pi\rho(r)} \) is the Fermi wave vector. Further, \( \theta(x) \) is the Heaviside unit step-function and \( \Delta \) is the energy parameter which determines a threshold below which \( V_{s} = 0 \), where the ionization or excitation is prevented energetically. We have modified the original model by considering \( \Delta \) as a slowly varying function of \( E \) around \( I \), as

\[ \Delta(E) = 0.8I + \beta(E - I) \]  

(5)

\( \beta \) is obtained by requiring that \( \Delta = I \) (eV) at \( E = E_s \) and also beyond \( E_s \) it is held constant equal to \( I \). This is done to include excitations at low energies and inner shell ionization at high
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energies. After generating the full complex potential given in Eq. (2), we solve the Schrödinger equation numerically using partial wave analysis to obtain complex phase shifts which are then used to find cross sections \( Q_{\text{tot}} \) and \( Q_{i} \) [15]. Using these cross sections, the total cross section is obtained through,

\[
Q = Q_{\text{tot}} + Q_{i}
\]  

(6)

Since \( Q_{\text{tot}} \) cannot be measured directly and the measurable \( Q_{i} \) is of more practical importance, we extract \( Q_{i} \) contained in the \( Q_{\text{tot}} \). Hence, to obtain \( Q_{\text{tot}}, Q_{i} \) is partitioned as,

\[
Q_{\text{tot}}(E) = \Sigma Q_{i}(E) + Q_{i}(E)
\]  

(7)

Where, the first term is the sum over total excitation cross sections for all accessible electronic transitions. The second term is the total cross sections of all allowed ionization processes induced by the incident electrons. In order to extract \( Q_{i} \) from \( Q_{\text{tot}} \), a reasonable approximation can be evoked by using a dynamic ratio function,

\[
R(E) = \frac{Q_{\text{tot}}(E)}{Q_{i}(E)}
\]  

(8)

Such that, \( 0 < R \leq 1 \). We assign three physical conditions to this ratio. It is apparent that when the incident energy is less than or equal to the ionization threshold of the target, this ratio is zero as the ionization process has not started. Also, at very high energy, the only dominant process is the ionization and hence the ratio approaches almost 1. Thus,

\[
R(E) = \begin{cases} 
0 & \text{for} \ E \leq E_{i} \\
R_{i} & \text{at} \ E = E_{i} \\
1 & \text{for} \ E > E_{i}
\end{cases}
\]  

(9)

\( R_{i} \) is the value of \( R \) at \( E = E_{i} \). The general observation is that, at energies close to peak of ionization, the contribution of \( Q_{i} \) is about 70–80% of the total inelastic cross sections \( Q_{\text{tot}} \). This behavior is attributed to the smaller values of \( \Sigma Q_{i} \) compared to \( Q_{i} \) with the increase in energy beyond \( E_{i} \) value. However, the choice of \( R_{i} \) in Eq. (9) is not rigorous and introduces uncertainty in the final results. It has been by now tested for large number of atoms and molecules and it is observed that the proposed uncertainty is found to be less than 10% [9]. For calculating the \( Q_{i} \) from \( Q_{\text{tot}} \), we use the following analytical form.

\[
R(E) = 1 - C \left( \frac{C_{2}}{U + a} \ln(U) \right)
\]  

(10)

Here, \( U = E / \lambda \). At low and intermediate energies the first term dominates and gives reasonable energy dependence at this range. However, when the energy increases further, the second term catches up and defines the ratio quite adequately. The reason for such variation is due to the fact that initially the contribution to electron excitation is high, the contribution to the ionization channel is just picking up. However, as the energy is increased further, ionization contribution rise and the discrete excitation decreases rapidly. Consequently, we need to use the above functional form to attribute this behavior. It is quite evident that the conditions (as shown in Eq. 9) to find the parameters \( C_{1}, C_{2} \), and \( a \) used in Eq. (10) will depend on the properties of the target under investigation [9,16,17]. The method given above to extract \( Q_{i} \) from \( Q_{\text{tot}} \) is called the Complex Scattering Potential–ionization contribution (CSP-ic) [9]. Once \( Q_{i} \) is obtained, \( \Sigma Q_{i} \), can easily be evaluated by eqn (7).

The values of \( Q_{\text{tot}}, Q_{i} \), and \( \Sigma Q_{i} \) for ethylene oxide are not reported here, but are available with the authors. We note that in view of the approximations made here, no definitive values are claimed, but by and large our results fall within the experimental error limits in most of the cases.

**RESULTS AND DISCUSSION**

The theoretical approach of SCOP along with CSP-ic method discussed above offers the determination of the total cross sections \( Q_{\text{tot}}, Q_{i} \) and \( Q_{\text{rel}} \) along with a useful estimation of electronic excitations in terms of the summed total cross section \( \Sigma Q_{i} \). Various important target parameters used for the present calculation are the best available from the literature [18].

The main advantage of the present work is that it covers all the major TCSs on electron impact of Ethylene oxide under the same formalism of SCOP along with CSP-ic. The present values of the total elastic, total inelastic, total ionization and total cross sections for \( \text{C}_2\text{H}_4\text{O} \) for the impact of electrons from threshold to 2 keV are tabulated in Table 1.

<table>
<thead>
<tr>
<th>( E_{i} ) (eV)</th>
<th>( Q_{\text{tot}} )</th>
<th>( Q_{i} )</th>
<th>( \Sigma Q_{i} )</th>
<th>( E_{i} ) (eV)</th>
<th>( Q_{\text{tot}} )</th>
<th>( Q_{i} )</th>
<th>( \Sigma Q_{i} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>15</td>
<td>0.018</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>12</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>16</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>13</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>17</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>14</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>18</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>15</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>19</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>16</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>20</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>17</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>21</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>18</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>22</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>19</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>23</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>20</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>24</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>21</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>25</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>22</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>26</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>23</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>27</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>24</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>28</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>25</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>29</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
<tr>
<td>26</td>
<td>0.019</td>
<td>0.068</td>
<td>0.069</td>
<td>30</td>
<td>0.019</td>
<td>0.070</td>
<td>0.069</td>
</tr>
</tbody>
</table>

Present results are also shown graphically along with available comparison in Figures 1 and 2. We have also presented the mutual comparison of various total cross sections using bar chart in Figure 3.

![Figure 1](image_url)  
**Figure 1**: Total ionization cross section of \( \text{C}_2\text{H}_4\text{O} \). Solid line represents present data and dash dot line represents the BEB
Figure 1 shows comparison of electron impact total ionization cross section for $e - \text{C}_2\text{H}_4\text{O}$ scattering. Present results are in excellent agreement with theoretical results of Szymtkowski et al [8]. They have employed BEB method for computation of total ionization cross section. There is no other theoretical or experimental data available in the literature for this molecule.

The present total ionization cross section obtained shows a maximum centred near 85eV which is very well replication by the theoretical values of Szymtkowski et al [8]. The comparison is quite good throughout the energy range. We have also calculated the total cross section and at the intermediate and high impact energies up to 2 keV. This is in reasonable agreement with the experimental cross section by Szymtkowski et al [8]. The slight variation in the cross section may be due to the fact that the group additivity method adopted here might overestimate the cross section at low energies. Further, the inconsistencies present in the total cross section may be rectified once more theoretical and experimental works will be available in the future. We are quite sure that present work will inspire other researchers to look into this less studied, but very important molecule, ethylene oxide.
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INFRARED SPECTRA OF CHARGE TRANSFER COMPLEXES OF
PROTEOGLYCAN
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ABSTRACT

The FTIR spectra of charge transfer complexes of an important biomolecule called proteoglycan (PG) with acceptors such as TCNQ, TCNE, DDQ, chloranil and iodine have been studied. Proteoglycan-TCNQ shows features corresponding to strongly ionic nature of complex and stacks of TCNQ⁻ and TCNQ⁺ ions. Proteoglycan-chloranil spectrum shows oscillations in the density of states along chloranil stacks. Proteoglycan-TCNQ, proteoglycan-chloranil and proteoglycan-iodine (I₂) spectra reveal forbidden indirect transitions across the band gaps while proteoglycan-TCNE forbidden direct transition.

Key words: Proteoglycan, Charge transfer complexes, Infrared spectra, Nature of transition, Gaussian distribution

INTRODUCTION

Proteoglycan is an important molecule which is combination of protein and polysaccharides. Proteoglycan has a branched core structure. The branches are polypeptide chains. Each polypeptide chain has sub-branches made up of glycosaminoglycans. If the polysaccharides are dominant in proteoglycan in content, it is called proteoglycan [1]. If protein content dominates, it is called glycoprotein. Here we study proteoglycan. It has structure suggested in Little’s model of high temperature superconductivity [2]. Therefore, we selected proteoglycan in the present study.

EXPERIMENTAL DETAILS

Proteoglycan was a white powder obtained from Sigma chemical company, USA. Proteoglycan was mixed with acceptors such as TCNE (tetracyano-p-ethylene), DDQ (2,3-dichloro-5,6-dicyano-p-benzoquinone), TCNQ(7,7,8,8-tetracyano –p-quinodimethane), Chloranil (2,3,5,6-tetrachloro-p-benzoquinone) and iodine (I₂)in 1:1 molecular weight proportion. The mixtures were grinded in a mortar till the CT (charge transfer) complexes were formed. These CTCs (charge transfer complexes) were further grinded with 95% of dry spectrograde KBr powder till dispersed homogeneously. Circular discs which were semitransparent prepared using a die and a manual compressing machine. The discs were placed in a dark chamber of spectrophotometer.

RESULTS AND DISCUSSION

The FTIR spectrum of proteoglycan is shown in Figure 1. The material is transmitting in the range of 1800cm⁻¹ to 3000cm⁻¹, which shows that it does not have any band gap in IR (infrared) range. Various vibrational bands particularly corresponding to outer periphery of large molecule of proteoglycan are observed in FTIR (fourier transform infrared spectroscopy) spectrum. No background absorption has developed indicating that it is an insulator. The FTIR spectrum of proteoglycan-TCNQ is also shown in Figure 2. Here TCNQ being a large molecule as compared with other acceptors used in the present study. It forms segregated stacks and absorbs being TCNQ⁻ or TCNQ⁺ radical-ions. No bands of proteoglycan are pronounced in IR range. Bands of TCNQ⁻ and TCNQ⁺ dominate the full IR spectrum which shows presence of TCNQ stacks and ionic nature of the compound. The spectrum is similar to those of hemoglobin- TCNQ and myoglobin-TCNQ where TCNQ goes into the cavity of hemoglobin in the place of diphosphoglycerate enzyme. The bands of TCNQ⁻ and TCNQ⁺ dominate the spectra of hemoglobin-TCNQ and myoglobin-TCNQ. Here a similar spectrum is observed indicating that TCNQ goes into the cavity of proteoglycan molecules. The IR spectrum is mainly governed by the vibrational levels of TCNQ⁻ and TCNQ⁺ organic radical-anions. This special interaction is due to π-character of TCNQ.

*Corresponding author: rathod.pravinsinhi@gmail.com
The FTIR spectrum of proteoglycan–TCNE is shown Figure 3. Here TCNE interacts as an acceptor with various vibrational levels of proteoglycan. The spectrum is different from that of proteoglycan alone. There is development of absorption in the range of 3000 cm⁻¹ to 1800 cm⁻¹. This can be ascribed to electronic transition across the band gap as found normally in all CT complexes. The nature of transition is analyzed to be a forbidden direct transition \[3, 4\] obeying \( \frac{3}{2} ) 2/3 \) which shown in Figure 4. Other background absorptions developed around 1630 cm⁻¹ and 596 cm⁻¹ can be assigned to imperfect nesting. When imperfect nesting occurs, a distorted and asymmetric triangular distribution is observed.

The Other important compound is proteoglycan–DDQ whose spectrum is shown in below figure 5. A nature of transition range is found in a small range of 2800 cm⁻¹ to 2000 cm⁻¹. The absorption in this range is analyzed and it is found that it is a forbidden indirect transition obeying \( Ahv = B (hν – Eg) \) \(3/2\) with a graph of \((Ahv)/2 vs hν\) which shown in Figure 6. Apart from this, two Gaussians, one broad and other sharp are observed in the mid-IR range of 1000 cm⁻¹ to 1800 cm⁻¹. Both the gaussians are fitted which obey \( \alpha = \alpha_0 \exp(-(k-k0)^2/2m) \) with \( \alpha \) is maximum value of absorption, \( k_0 \) is the central wave number and \( m \) is the second moment of the distribution. These fits are shown in which ln\( hν \) vs \((k-k0)^2\) are plotted as in figure 7 and figure 8. The proteoglycan-chloranil shows a completely different spectrum shown in figure 9. Here the transition across the band gap leads to development of absorption in the range of 3000 cm⁻¹ to 1750 cm⁻¹. The transition is found to be of forbidden indirect type upon analysis and fitted as shown in figure 10 i.e. it obeys \( Ahv = B (hν-Eg) \) \(3/2\). Rest of the spectrum of proteoglycan–chloranil complex shows repeated structures below 1700 cm⁻¹. Three repeated structures with only little damping are observed. These structures can be assigned to the oscillations in the density of states. The shape of each structure is governed by square-root singularity unique for one-dimensional systems of lattice vibrations. There is strong electron-phonon interaction through which these lattice vibrations become infrared active. The system acts as a molecular multivibrator. This is a special state in molecular electronics. Multivibrator has non-sinusoidal periodic structures. Here it is also a non-sinusoidal type vibration. This is found in other chloranil complexes too. It is not know why chloranil complexes many times reveal oscillations in the density of states. Biolytin – chloranil, hemoglobin-chloranil and myoglobin-chloranil have also similar property \[5\].

The FTIR spectrum of proteoglycan-iodine is shown as below figure 11. It shows a range in which transition across a band gap occurs and two broad Gaussians in other lower frequency ranges. The nature of transition is analyzed to obey \( Ahv = B (hν-Eg+Ep)3 \) revealing a forbidden indirect type transition which shown in figure 12. There are weak and a broad Gaussian distribution in absorption around 1380 cm⁻¹ and 595 cm⁻¹. Also there is comparatively stronger gaussian band around 595 cm⁻¹.
Both of these Gaussian bands are fitted by plotting $\ln \alpha$ vs $(k-k_0)^2$ which are shown in Figure 13 and Figure 14.

**Fig. 8** Sharp Gaussian Fitted in mid-IR range in proteoglycan-DDQ charge transfer complexes

**Fig. 9** The FTIR spectrum of proteoglycan-Chloranil charge transfer complexe

**Fig. 10** The nature of transition of proteoglycan-Chloranil charge transfer complexe

**Fig. 11** The FTIR spectrum of proteoglycan-iodine charge transfer complexe

**Fig. 12** Nature of transition of proteoglycan-iodine charge transfer complexe

**Fig. 13** Gaussian band fitted around 1380 cm$^{-1}$ of proteoglycan-iodine charge transfer complexe

**Fig. 14** Gaussian band fitted around 595cm$^{-1}$ of proteoglycan-iodine charge transfer complexe

**Table - 1** Parameter of gaussian distribution in the different proteoglycan complexes.

<table>
<thead>
<tr>
<th>Name of the complex</th>
<th>$\alpha_{\text{max}}$ (%)</th>
<th>$K_{\text{max}}$(cm$^{-1}$)</th>
<th>FWHM (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PG-DDQ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>84.412</td>
<td>1392.5</td>
<td>301</td>
</tr>
<tr>
<td>(2)</td>
<td>73.24</td>
<td>1032.25</td>
<td>408.5</td>
</tr>
<tr>
<td>PG-I$_2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>96.928</td>
<td>1102</td>
<td>510</td>
</tr>
<tr>
<td>(2)</td>
<td>92.496</td>
<td>455.56</td>
<td>276.27</td>
</tr>
</tbody>
</table>
Table - 2 Nature of transitions in proteoglycan charge transfer complexes.

<table>
<thead>
<tr>
<th>Name of the complex</th>
<th>Absorption function</th>
<th>Values of band gap(eV) (Forbidden direct)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PG-TCNE</td>
<td>( A_h = \beta (h\nu - E_g)^{3/2} )</td>
<td>0.32 eV</td>
</tr>
<tr>
<td>PG-DDQ</td>
<td>( A_h = \beta (h\nu - E_g \pm E_p)^{3} )</td>
<td>0.23 eV</td>
</tr>
<tr>
<td>PG-Chloranil</td>
<td>( A_h = \beta (h\nu - E_g \pm E_p)^{3} )</td>
<td>0.25 eV</td>
</tr>
<tr>
<td>PG-I(_2)</td>
<td>( A_h = \beta (h\nu - E_g \pm E_p)^{3} )</td>
<td>0.21 eV</td>
</tr>
</tbody>
</table>

**CONCLUSION**

Proteoglycan forms charge transfer complexes with organic acceptors and iodine. The spectra of CTCs are very much different from the spectrum of proteoglycan alone which shows presence of charge transfer interaction. Four complexes reveal transition across a band gap in IR range and subsequent (resultant) development of absorption. Proteoglycan–TCNQ spectrum reveals absorptions due to TCNQ\(^-\) and TCNQ\(^+\) ions and therefore indicates ionic nature of the complex. Proteoglycan–chloranil shows oscillations in the density of states with repeated structures which are almost undamped.
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Among the IV-VI semiconductor compounds, tin sulphide (SnS), tin selenide (SnSe), germanium sulphide (GeS) and germanium selenide (GeSe) have the layered orthorhombic structure with eight atoms per unit cell forming biplanar layers normal to the largest c axis [1-3]. In unit cell of SnS and SnSe, atoms in a single layer are joined to three nearest neighbors by covalent bond which forms zigzag chains along the b axis while there is only Van der Waals bonding between the layers. This material shows a wide variety of interesting anisotropic optical and electrical properties, which make them interesting materials intermediate between two dimensional and three-dimensional semiconductors. These compounds have attracted considerable attention because of their optoelectronic properties [5], useful in applications like holographic recording systems [5,6], electronic switching [7,8] and infrared production and detection.

Single crystals of SnS and SnSe have been grown by direct vapour transport method. For the growth process, the charge was transferred into thoroughly cleaned quartz ampoule. This ampoule with charge of material was evacuated at 10⁻⁵ torr and sealed. The ampoule was then inserted into a two-zone horizontal furnace. The front zone (reaction zone) of the furnace was maintained at 1073 K while the back zone (growth zone) was kept at 1023 K for the growth of SnS and SnSe single crystals.

The room temperature absorption spectra of SnS and SnSe of thickness 100 μm have been taken using UV-VIS-NIR spectrophotometer (Make: Perkin Elmer, lambda-19) in the wavelength range of 550nm-2500nm with the incident beam normal to the basal plane of as grown crystals i.e along c-axis of the grown crystals.

ABSTRACT

Optical absorption in SnS and SnSe single crystals has been measured at room temperature in the spectral range 550nm-2500nm. Absorption near the fundamental edge was found to be due to direct allowed transition and the optical band gap corresponding to this transition has also been determined. By using the values obtained from optical absorption measurements optical absorption coefficient, extinction coefficient, refractive index and real and imaginary parts of complex dielectric constant are calculated.

Keywords: Optical absorption, Optical Constants, Tin monosulfide and Tin monoselenide

INTRODUCTION

Among the IV-VI semiconductor compounds, tin sulphide (SnS), tin selenide (SnSe), germanium sulphide (GeS) and germanium selenide (GeSe) have the layered orthorhombic structure with eight atoms per unit cell forming biplanar layers normal to the largest c axis [1-3]. In unit cell of SnS and SnSe, atoms in a single layer are joined to three nearest neighbors by covalent bond which forms zigzag chains along the b axis while there is only Van der Waals bonding between the layers. This material shows a wide variety of interesting anisotropic optical and electrical properties, which make them interesting materials intermediate between two dimensional and three-dimensional semiconductors. These compounds have attracted considerable attention because of their optoelectronic properties [5], useful in applications like holographic recording systems [5,6], electronic switching [7,8] and infrared production and detection.

EXPERIMENTAL

Single crystals of SnS and SnSe have been grown by direct vapour transport method. For the growth process, the charge was transferred into thoroughly cleaned quartz ampoule. This ampoule with charge of material was evacuated at 10⁻⁵ torr and sealed. The ampoule was then inserted into a two-zone horizontal furnace. The front zone (reaction zone) of the furnace was maintained at 1073 K while the back zone (growth zone) was kept at 1023 K for the growth of SnS and SnSe single crystals. The room temperature absorption spectra of SnS and SnSe of thickness 100μm have been taken using UV-VIS-NIR spectrophotometer (Make: Perkin Elmer, lambda-19) in the wavelength range of 550nm-2500nm with the incident beam normal to the basal plane of as grown crystals i.e along c-axis of the grown crystals.

RESULTS AND DISCUSSION

Figures 1 and 2 show the absorption, reflectance and transmission spectrum of SnS and SnSe single crystals. A careful study of these spectra reveals the presence of an absorption edge in the spectral range 815nm to 905nm for SnS and 1190nm to 1250nm for SnSe. To analyze the results in the vicinity of the absorption edge on the basis of three dimensional models, value of $\alpha$ were determined at step of 1 nm.

The interpretation of experimental results, in terms of the direct and indirect transition is most often performed with the help of the following equation

$$\alpha h \nu = A (h \nu - E_g)^n$$  \hspace{1cm} (1)

for direct transition and

$$\alpha h \nu = \sum_j B_j (h \nu - E_j \pm \epsilon_j)$$  \hspace{1cm} (2)

for indirect transition.

Figures 3 and 4 show the spectral variation of $(\alpha h \nu)^2$ and the value of direct band gap obtained from the extrapolation of the straight line portion [9-10]. Obtained values of direct band gap of SnS and SnSe are shown in Table 1 while Figures 4 to 8 display the variation of extinction coefficient, refractive index, real and imaginary part of complex dielectric constant with wavelength for SnS and SnSe single crystals. Using the value obtained from optical absorption, reflectance and transmittance measurements optical absorption coefficient is calculated using the formula

$$T = (1 - R)^2 e^{-\alpha d}$$  \hspace{1cm} (3)

The extinction coefficient (K) and refractive index (n) have been calculated using relations

$$K = \alpha \lambda/4\pi$$  \hspace{1cm} (4)

$$R = \left(\frac{(n - 1)^2 + K^2}{(n + 1)^2 + K^2}\right)$$  \hspace{1cm} (5)

Fig. 1 Optical absorption, transmittance and reflectance spectrum of SnS single crystals.
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Furthermore, real and imaginary parts of complex dielectric constant are determined through the following equations

\[ \varepsilon_r = n^2 - K^2; \quad \varepsilon_i = 2nK \]  

(6)

**CONCLUSIONS**

Single crystals of SnS and SnSe have been grown by direct vapour transport method. It is found that crystals studied in present case show direct symmetry allowed transitions leading to a good account of the optical absorption edge in SnS and SnSe single crystals. The band gap of nearly 1.4 eV for SnS is quite promising for it to be used as a solar material. Nearly flat response of both SnS and SnSe above 1400 nm may make them useful for optical coating.

**Table 1** Value of direct band gap for SnS and SnSe single crystals.

<table>
<thead>
<tr>
<th></th>
<th>SnS</th>
<th>SnSe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct band gap</td>
<td>1.404 (eV)</td>
<td>1.002 (eV)</td>
</tr>
</tbody>
</table>

**Fig. 2** Optical absorption, transmittance and reflectance spectrum of SnSe single crystals.

**Fig. 3** Plot of \((ahv)^2\) Vs \(h\nu\) of SnS single crystals.

**Fig. 4** Plot of \((ahv)^2\) Vs \(h\nu\) of SnSe single crystals.

**Fig. 5** Wavelength dependence of real and imaginary part of complex dielectric constant for SnS.

**Fig. 6** Wavelength dependence of real and imaginary part of complex dielectric constant for SnSe.

**Fig. 7** Plot of \(k, n\) Vs wavelength for SnS single crystals.

**Fig. 8** Plot of \(k, n\) Vs wavelength for SnSe single crystals.
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STRUCTURAL CHARACTERIZATION AND TRANSPORT PROPERTIES OF CVT GROWN ZrSe$_3$ AND ZrS$_3$ CRYSTALS
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ABSTRACT

Single crystals of ZrSe$_3$ and ZrS$_3$ are family of materials with low symmetry structure were grown by chemical vapour transport technique using iodine as a transporting agent. The grown crystals were characterized by energy dispersive analysis of X-ray (EDAX) for confirmation of stoichiometric proportion of constituent elements and structure of grown crystals was determined by X-ray diffraction (XRD) technique. The resistivity and thermoelectric power measurements were carried out in the temperature range 308 K to 573 K. The Hall coefficient, carrier concentration and Hall mobility were determined from Hall Effect measurements at room temperature.

Key words: Monoclinic structure, Hall coefficient, Carrier concentration, Hall mobility and Thermoelectric power

INTRODUCTION

Layered transition metal dichalcogenides have been studied in past years [1-2] but few data are available for transition metal trichalcogenides. This is due to the difficulty of growing large size and good quality crystals of the MX$_3$ compounds. Transition metal trichalcogenides, MX$_3$ (M is a transition metal of group IVB, VB and VIIB where X is a chalcogen) constitute structurally well defined family of compounds. These trichalcogenides are thin fibrous ribbons and offer several interesting phenomena originating from their strong anisotropy. Zirconium triselenide and zirconium trisulphide have a chain-like structure belonging to space group P2$_1$/m [3]. Trisulphides and triselenides of Zirconium constitute a family of structurally related solids and form MX$_3$, trigonal prisms that share opposite faces resulting in MX$_3$$_6$ chains. The rich variety of physical properties of the various members of this family arise from variation of X-X and M-M bonds. Transition metal trichalcogenides of ZrSe$_3$ and ZrS$_3$, family belong to the first group possessing a single type of MX$_3$, chains [4] and have been, for over a decade, the subject of intense interest related to their anisotropic character. [5-10]. These crystals have a monoclinic-type structure with a symmetry described by the C$_{2v}$ point group. As shown in fig.1 metal ions are located in the center of distorted trigonal prisms which share trigonal faces forming, parallel to the b axis, chains that are linked together in two-dimensional slabs by the metal-chalcogene bonds. The layers are bound by sulphur-sulphur Van der Waals interactions. Figure 1 shows the basic structure of unit cell for the ZrSe$_3$, in which MX$_3$, trigonal prisms are formed. Here columns run parallel to the crystallographic b direction and displaced from the neighboring columns by one half of the unit cell and ZrS$_3$ have same monoclinic crystal structure like ZrSe$_3$.

Resistivity measurements and Hall Effect measurements were performed in order to determine resistivity, conductivity, mobility and carrier concentration along the basal plane of as grown ZrSe$_3$ and ZrS$_3$, crystals. The thermo electric effect offers a distinctive advantage over other methods because the measured thermoelectric voltage is directly related to the carrier concentration, which makes the thermo electric measurements simpler even for high mobility materials. The study of thermo electric power provides an independent way to determine the carrier sign, density and position of Fermi level in semiconductors. In this paper we present results on thermo electric power measured in temperature range 313K-573K.

EXPERIMENTAL

With a view to allowing effective and faster transport of constituent to produce the necessary super saturation for crystal growth in a vapour phase system, the chemical vapour transport method was employed. For preparation of starting material from available powders of zirconium (99.9% purity, Alfa Aesar), sulphur (99.9% purity, Alfa Aesar) and selenium (99.9% purity, Alfa Aesar) corresponding to a stochiometric charge of 10 g was introduced into a thoroughly cleaned quartz ampoule and sealed at a pressure of 10$^{-5}$ mbar. In the sealed ampoule, the constituent element in the powder form was then distributed uniformly all over the length and kept in the horizontal furnace co-axially in the centre. The temperature was slowly increased at a rate of 2K/min. In the present case, the required temperature was 1073 K. The ampoule was kept at this constant temperature for 18 hrs. After this period, the furnace was slowly cooled down to room temperature at the same rate 2 K/min and then switched off. As a result fine free flowing; shiny homogenous polycrystalline material was obtained for both compounds. Now once we

<table>
<thead>
<tr>
<th>Crystal</th>
<th>Temperature distribution</th>
<th>Growth Period (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reaction Zone (K)</td>
<td>Growth Zone (K)</td>
</tr>
<tr>
<td>ZrSe$_3$</td>
<td>1173</td>
<td>1073</td>
</tr>
<tr>
<td>ZrS$_3$</td>
<td>1153</td>
<td>1003</td>
</tr>
</tbody>
</table>

Table-1: Growth parameters for ZrSe$_3$ and ZrS$_3$, single crystals.

*Corresponding author: abhisheksix@yahoo.com
successful to synthesize compounds in these manner then these compounds are used for the growth of ZrS, and ZrSe, single crystals.

The energy dispersive spectra are obtained for determining the stoichiometric proportion of the as grown samples of ZrSe, and ZrS, single crystals. The X-ray diffraction is generally important because the d-spacing can be calculated from the observed diffraction angles. X-ray diffractogram were taken with the help of a Philips XPERT MPD X-ray diffractometer employing CuKα radiation. For X-ray diffraction study, several small crystals were finely ground with the help of an agate mortar and filtered through 37-micron sieve to obtain grains of nearly equal size and used for XRD technique for determination of lattice parameter, volume of unit cell and crystallites density. Fig. 2 (a) shows the sample holder designed at our laboratory for the measurement of temperature dependent resistivity by four-probe technique. The four probes are placed on a flat surface of the material whose resistivity is to be measured.

At this time, constant current is allowed to pass through the two outer electrodes and the potential difference is measured across the inner probes.

The sample under investigation is kept in a known magnetic field produced by an electromagnet. The experimental set up for this technique is shown in Fig. 2(b).

![Four probe holder and Hall effect measurement set up](image)

**Fig. 2** 2 (a) Four probe holder and (b) Hall effect measurement set up

**Fig. 3** Diffractogram of ZrSe and ZrS crystals

<table>
<thead>
<tr>
<th>crystal</th>
<th>a (Å)</th>
<th>b (Å)</th>
<th>c (Å)</th>
<th>β</th>
<th>Volume (Å³)</th>
<th>X-ray density (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZrSe₃</td>
<td>5.3</td>
<td>3.8</td>
<td>9.49</td>
<td>97.47</td>
<td>189.50</td>
<td>57.5</td>
</tr>
<tr>
<td>ZrS₃</td>
<td>5.12</td>
<td>3.62</td>
<td>8.98</td>
<td>97.28</td>
<td>165.09</td>
<td>29.6</td>
</tr>
</tbody>
</table>

**RESULTS AND DISCUSSION**

Different growth runs were carried out for the growth of ZrSe, and ZrS, single crystals by chemical vapor transport technique using iodine as a transporting agent and growth parameters are shown in Table 1. The energy dispersive spectra are obtained for determining the chemical composition of the as grown samples of ZrSe, and ZrS, single crystals. The X-ray diffraction pattern obtained for ZrSe, and ZrS, are as shown in Fig 3. The indexing and lattice parameters were determined using powder-X software.

Obtained value of lattice parameters of ZrSe, having good resemblance with the reported values. This reflects that ZrSe, exhibits monoclinic structure. Similarly, ZrS, exhibits monoclinic structure having good agreement with the reported JCPDS data and volume of the unit cell as well as crystallite density also determined which are shown in Table 2.

As shown in the figure 4, the resistivity decreases with increase in the temperature for ZrX, (X=S, Se) crystals.
The magnetic field modifies the path of the electrons producing Hall voltage. Knowing the value of difference in resistance ($R$), magnetic field ($B$) and thickness of the sample $t$, the mobility of charge carriers is evaluated using the relation

$$\mu = \frac{1}{\rho} \frac{\Delta R}{\Delta B}$$  \hspace{1cm} (1)

The Hall coefficient ($R_H$) and carrier concentration ($n$) are evaluated using the following formula;

$$R_H = \frac{\mu n}{\rho}$$  \hspace{1cm} (2)

$$\eta = \frac{1}{R_H} c$$  \hspace{1cm} (3)

The variation of thermoelectric power ($S$), with temperature ($T$), the mobility of charge carriers is evaluated using the relation

$$S = \frac{k}{e} [\Delta \sigma / \Delta T]$$  \hspace{1cm} (4)

### CONCLUSION

The work described in this paper attempt to provide some explanation of unit cell structural information as well as some electrical properties of ZrSe, and ZrS crystals. Unit cell of ZrX ($X=S$, Se) possess MX6 trigonal prisms in which centre of this prism metal ions are located and three chalcogen ions are attached at the upper and lower part of the metal ions. This kind of arrangement of metal chalcogen ions forms columns or chains of distorted prisms in the monoclinic b-direction. Here columns run parallel to the crystallographic b-direction and displaced from the neighboring columns by one half of the unit cell. Both of have same monoclinic crystal structure which is confirmed by X-ray diffraction analysis. The resistivity along the basal plane decreases with increase in the temperature which indicates the semiconducting nature of the grown crystals. The negative values of the Hall coefficient and the TEP measurement of the single crystals of ZrX, ($X=S$, Se) indicate that all crystals are n-type in nature and majority charge carriers in them are electrons. The variation of TEP with respect to temperature shows that the charge impurity scattering predominates in ZrX, ($X=S$, Se) single crystals.
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**Table 3** Various electrical properties of ZrX, ($X=S$, Se) single crystals.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Resistivity $\rho$(Ωm)</th>
<th>Conductivity $\sigma$(Ωm)$^{-1}$</th>
<th>Hall coefficient $R_H$</th>
<th>Mobility $\mu$ (m²V$^{-1}$s$^{-1}$)</th>
<th>Carrier concentration $N_c$×10$^5$ (m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZrSe$_3$</td>
<td>2.62</td>
<td>0.38</td>
<td>-760</td>
<td>290</td>
<td>8.22×10$^5$</td>
</tr>
<tr>
<td>ZrS$_3$</td>
<td>18.74</td>
<td>0.05</td>
<td>-895</td>
<td>48</td>
<td>0.66×10$^5$</td>
</tr>
</tbody>
</table>

**Fig. 5** The variation of thermoelectric power ($S$) with temperature ($T$) for ZrSe, and ZrS single crystals.
THEORETICAL CALCULATION OF ELECTRON IMPACT TOTAL CROSS SECTIONS FOR HCI MOLECULE OVER A WIDE RANGE OF IMPACT ENERGIES (0.1 eV – 2000 eV)
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ABSTRACT

Total cross sections Q, for electron impact on hydrochloric acid molecule is reported over a wide energy range from circa 0.1 eV through 2 keV. An ab initio calculation method, R-Matrix is employed using Quantemol- N software below the ionization threshold of the target and beyond which Spherical Complex Optical Potential (SCOP) calculations are performed. The two methods show consistency at the transition energy and in general good agreement is observed with the available data.

Key Words: Spherical Complex Optical Potential, R matrix method, Total cross section

INTRODUCTION

Electron impact collision data are in ever increasing demand for many decades. This is the consequence of their utility in various fields of applied physics. Hence considerable progress has been made on electron- atom/molecule collision studies both theoretically as well as experimentally. Looking to the theoretical side, with the availability of high performing computers and development of more accurate theories like R-matrix, computation of reliable cross sections are now possible. The accurate method e.g. R-matrix [1, 2] is feasible for low impact energies (energy insufficient to ionize the target), whereas beyond this energy the cross sectional data is obtained using theories like Spherical Complex Optical Potential formalism (SCOP) [3, 4]. SCOP formalism is used by many research groups [5, 6, 7] across the world and has been successfully utilized for varieties of targets [8, 9, 10]. The total cross section data is important at low, intermediate and high energy for their appropriate usage in various applications. Hence in the present work our attempt is to compute the total cross sections over wide range of impact energies from meV to keV for HCI.

Owing to enormous applications of HCI, it is highly attended molecule both by experimentalists as well as theoreticians. The first measurement of electron impact total cross sections was done by Bruche in 1926 [11] on a Ramsauer type apparatus for impact energies 4 - 30 eV. Radle et al [12] indirectly obtained the total cross sections from differential cross sections for impact energies 0.5 - 10 eV. Very recently Hamada and Sueoka [13] measured total cross sections using linear transmission type time of flight apparatus. On the theoretical front Itikawa and Takayanagi [14], Padial et al [15, 16], Pfingst et al [17] and Jain and Baluja [18] performed computation of electron impact total cross section for HCI in different energy regimes.

In this paper we present electron impact total cross sections, Q, for HCI over a wide range of impact energies from 0.1 eV to 2 keV. Below the ionization threshold of the target the total cross section, Q, is obtained as a sum of the elastic and electronic excitation cross sections and in this energy regime we have employed UK molecular R-Matrix code through the Quantemol- N software package, while cross sections at energies beyond the ionization threshold are determined using the SCOP formalism. The two methods are found to be consistent at the transition energy. The present results are, in general, found to be in good agreement with previous experimental and theoretical results (wherever available) and thus the present results can serve as a benchmark for the cross sections over a wide range of energy.

THEORETICAL METHODOLOGY

This paper reports low energy (0.1eV to about 15 eV) ab-initio calculations using Quantemol- N [19] employing UK molecular R-matrix code [20] while the SCOP method is used for calculating total (elastic plus inelastic) cross sections beyond ionization threshold up to 2 keV [21]. These two (SCOP & R-matrix) being different approaches, we will discuss them separately in two subsections. Before going to the details of theoretical methods we discuss the target model employed for the present systems.

Target Model

HCI is a linear molecule with bond length of 2.409 atomic units (au). We have used a double zeta plus polarization (DZP) Gaussian basis set for target wave function representation. The double zeta basis set is important as it allows us to treat each orbital separately when we conduct the Hartree-Fock calculation. This gives us more accurate representation of each orbital. HCI has C∞ point group symmetry but we have considered C2 point group symmetry of the order 4. We have chosen C2 point group because it reduces the computational efforts that are required to generate the target wave function. The ground state Hartree-Fock electronic configuration is 1a1, 2a1, 3a1, 1b2, 2b1, 4a2, 5a2, 1b2, 2b2. Out of 18 electrons we have frozen 10 electrons in 1a1, 2a1, 3a1, 1b2, 1b1, molecular orbitals while remaining 8 electrons are kept free in active space of 4a, 5a, 6a, 7a, 2b, 2b molecular orbitals. Total 14 target states are represented by 298 configuration state functions (CSF’s) for the ground state. A channel is a possible mode of fragmentation of the composite system (target + projectile) during the collision process and here the number of channels included in the calculation is 46. The R-matrix radius is taken as 10 a, while R-matrix calculation is propagated up to 100.1 a. The GAUSPROP and DENPROP modules of Quantemol-N generate target properties. DENPROP constructs the transition density matrix from the target eigenvectors obtained from the CI calculation. From this it then computes the multipole transition moments required for solving the outer region coupled equations, the dipole polarisability αq and where possible the diagonalised tensor components αxx, αyy and αα. These are computed using second-order perturbation theory and the property integrals evaluated by GAUSPROP. Only multipole moments up to and including l=2 are computed.
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The GAUSSPROP and DENPROPP modules [22] yield the ground state energy of HCl as −460.07 Hartree. There is no theoretical or experimental data available for comparison to best of our knowledge. The first electronic excitation energy is 8.168 eV which is probably reported here for first time. The present computed dipole moment is 0.544 au which is good agreement with theoretical value of 0.478 au [17]. The present rotational constant of 10.592 cm⁻¹ is in very good agreement with theoretical value 10.593 cm⁻¹ reported in [23].

All the computed target parameters for this system are reported in Table 1 with available comparisons. Notably there is no experimental data available for comparison for various target parameters.

**TABLE-1** Target Properties: Ground state energy (Hartree), Dipole moment (au), First electronic excitation energy (eV) and Rotational constant (cm⁻¹).

<table>
<thead>
<tr>
<th>Target</th>
<th>Ground state energy (Hartree)</th>
<th>Dipole moment (au)</th>
<th>First electronic excitation energy (eV)</th>
<th>Rotational constant (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCl</td>
<td>–460.72</td>
<td>0.544</td>
<td>8.168</td>
<td>10.592</td>
</tr>
<tr>
<td></td>
<td>Present</td>
<td>Theor</td>
<td>Present</td>
<td>Present</td>
</tr>
<tr>
<td></td>
<td>Percent</td>
<td>Theor</td>
<td>Percent</td>
<td>Theor</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.15483</td>
<td>8.164</td>
<td>10.592 [23]</td>
</tr>
</tbody>
</table>

The electronic excitation thresholds for HCl are listed in Table 2. HCl has 14 electronic excitation states.

**Table - 2** Vertical excitation energies in eV.

<table>
<thead>
<tr>
<th>HCl</th>
<th>State</th>
<th>Energy(eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A₁</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>B₁</td>
<td>8.168</td>
</tr>
<tr>
<td></td>
<td>C₁</td>
<td>8.168</td>
</tr>
<tr>
<td></td>
<td>B₂</td>
<td>8.884</td>
</tr>
<tr>
<td></td>
<td>C₂</td>
<td>8.884</td>
</tr>
<tr>
<td></td>
<td>A₂</td>
<td>10.839</td>
</tr>
<tr>
<td></td>
<td>B₃</td>
<td>15.028</td>
</tr>
<tr>
<td></td>
<td>C₃</td>
<td>20.965</td>
</tr>
<tr>
<td></td>
<td>B₄</td>
<td>20.965</td>
</tr>
<tr>
<td></td>
<td>C₄</td>
<td>21.308</td>
</tr>
<tr>
<td></td>
<td>B₅</td>
<td>22.167</td>
</tr>
<tr>
<td></td>
<td>C₅</td>
<td>22.167</td>
</tr>
<tr>
<td></td>
<td>A₆</td>
<td>22.787</td>
</tr>
<tr>
<td></td>
<td>C₆</td>
<td>23.129</td>
</tr>
</tbody>
</table>

Low energy formalism (0.01 ~ 15 eV)

The crux idea behind the R-matrix formulation [22] lies in dividing the complete configuration space into two regions called inner region having R-matrix radius ‘a’ which is usually 10 au and the outer region extending to the radius of 100 au. The splitting of R-matrix configuration space into these two regions relies mostly on the size of the target and also on the stability of the results obtained in the inner region and outer region calculations. This distribution is the consequence of electronic charge distribution around the centre of mass of the system. Presently we have considered R-matrix radius as 10 au for HCl which was found to give consistent results.

In the inner region the total wave function for the system is written as [20],

\[
\psi_{N}^{j+1} = A \sum_{k} \psi_{k}^{j}(n_{1}, \ldots, n_{k}) \sum_{i} \zeta_{i}(n_{1}, \ldots, n_{k}) \Phi_{j}^{i} + \sum_{e} \Phi_{e}(n_{1}, \ldots, n_{N+1}) \delta_{e,0} \tag{1}
\]

where \( A \) is the anti-symmetrization operator, \( x_{N} \) is the spatial and spin coordinate of the \( N \)-electron. \( j \) is a continuum orbital spin-coupled with the scattering electron and \( ajk \) and \( bmk \) are variational coefficients determined in the calculation. The first summation runs over the target states used in the close-coupled expansion. The second summation runs over configurations \( \Phi_{e} \), where all electrons are placed in target molecular orbitals. The number of these configurations varies considerably with the model employed. With the wavefunction given by eqn (1), a static exchange calculation has a single Hartree-Fock target state in the first sum. The second sum runs over the minimal number of configurations usually 3 or fewer, required to relax orthogonality constraints between the target molecular orbitals and the functions used to represent the configuration. Our fully close-coupled calculation uses the lowest number of target states, represented by a configuration interaction (CI) expansion in the first expansion and over a hundred configurations in the second. These configurations allow for both orthogonality relaxation and short-range polarization effects.

The complete molecular orbital representation in terms of the target and the continuum orbitals is done by using the Gaussian Type Orbitals (GTOs) and the continuum orbitals of Faure et al [26] and include up to \( l = (1 \ 4) \) orbitals. For non-polar targets, the calculations performed up to \( g \) orbitals do not affect the accuracy of calculation [27] and this has an added advantage that it will allow us to see the resonance structures which are prominent at low energies. However for molecules with a permanent dipole moment, the dipole potential leads to strong coupling between channels which differ in \( T \) values and also, due to the long range nature of the dipole potential which requires a large number of partial waves for convergence [27]. In practice, instead of including large number of partial waves in the expansion, the procedure is developed based on a frame transformation and the adiabatic nuclear rotation (ANR) approximation to account for rotational motion and the finite dipole Born approximation to account for the contribution of higher partial waves. We have performed the calculations with and without a dipole Born correction. The R-matrix provides the link between the inner region and outer region, the inner region is propagated to the outer region potential until its solutions match with the asymptotic functions given by the Gaillitis expansion [20]. Thus by generating the wave functions, using equation 1, their eigen values are determined. These coupled single centre equations describing the scattering in the outer region are integrated to identify the K-matrix elements. Consequently the resonance positions, widths and various cross sections can be evaluated using the T-matrix obtained from S-matrix which is in turn obtained by the K-matrix elements.

Higher energy formalism (15 eV ~ 2 keV)

High energy electron scattering is modeled using the well established SCOP formalism [28, 29] which employs partial wave analysis to solve the Schrödinger equation with various model potentials as its input. The interaction of incoming electron with the target molecule can be represented by a complex potential comprising of real and imaginary parts as,

\[
V_{opt}(r, E_{i}) = V_{R}(r) + iV_{I}(r, E_{i}) \tag{2}
\]

such that

\[
V_{R}(r, E_{i}) = V_{opt}(r) + V_{opt}(r, E_{i}) + V_{p}(r, E_{i}) \tag{3}
\]

where, \( i \) is the incident energy. Equation (3) corresponds to various real potentials to account for the electron target interaction namely, static, exchange and the polarization potentials respectively. These potentials are obtained using the molecular charge density of the target, the ionization potential and the polarizability as inputs. The molecular charge density may be derived from the atomic charge density by expanding it to the center of mass of the system. Our calculation for these TCs is based on complex scattering potentials, generated from spherically averaged charge densities of the target. The charge density of lighter hydrogen atoms is expanded at the center of heavier atom (Chlorine) by employing the Bessel function.
expansion as in Gradshetyn and Ryzhik [30]. This is a good approximation since hydrogen atoms do not significantly act as scattering centers and the cross sections are dominated by the central atom size. Thus, the single-center molecular charge density is obtained by a linear combination of constituent atomic charge densities, renormalized to account for covalent molecular bonding. The atomic charge densities and static potentials \( (V_a) \) are formulated from the parameterized Hartree-Fock wave functions given by Cox and Bonham [31]. The parameter free Hara’s ‘free electron gas exchange model’ [32] is used for the exchange potential \( (V_{ee}) \). The polarization potential \( (V_p) \) constructed from the parameter free model of correlation-polarization potential given by Zhang et al. [33]. Here, various multipole non-adiabatic corrections are incorporated in the intermediate region which will approach the correct asymptotic form at large \( r \) smoothly. The target parameters like ionization potential \( (I) \) and dipole polarizability \( (\alpha_d) \) of the target used here are the best available from the literature [34].

Ionization potential \( (I) \) of HCl is 12.74 eV and Dipole polarizability of HCl is 2.63 \( \times 10^{-37} \) cm\(^3\).

The imaginary part in \( V_{opt} \) called the absorption potential \( V_{abs} \) will account for the total loss of flux scattered into the allowed electronic excitation or ionization channels. The equation (2) is vibrationally and rotationally elastic. We have used here fixed nuclei approximation where the nuclear rotational and vibrational motions are not considered. This is due to the fact that these non spherical terms do not contribute much to the total potential at the present high energy range.

The well-known quasi-free model form of Staszewksa et al. [35] is employed for the absorption part given by:

\[
V_{abs}(r, E_i) = -p(\frac{\pi}{10E_i^2})^\frac{1}{2} \delta(p^2 - k_F^2 - 2\Delta E I_A + A_2 + A_1)
\]

Where the local kinetic energy of the incident electron is

\[
T_{loc} = E_i - (V_a + V_{ee} + V_p)
\]

Where \( p^2 = 2E_k = \frac{3\pi^2}{2}\rho(r) f(r) \) is the Fermi wave vector and \( A_1, A_2, A_3 \) and \( A_4 \) are dynamic functions that depends differently on \( I, \theta(x), \Delta \) and \( E_i \). Here, \( I \) is the ionization threshold of the target, is the Heaviside unit step-function and \( \Delta \) is an energy parameter below which \( V_{loc} = 0 \). Hence, \( \theta(x) \) is the principal factor which decides the values of total inelastic cross section, since below this value, ionization or excitation is not permissible. This is one of the main characteristics of Staszewksa model [35]. This has been modified by us by considering \( \Delta \) as a slowly varying for each partial wave which carries the signature of interaction \( I \) the incoming projectile with the target. At low impact energies only a few partial waves are significant, but as the incident energy increases more partial waves are needed for convergence. The phase shifts \( (\delta) \) thus obtained are employed to find the relevant cross sections, total elastic \( (Q_{el}) \) and the total inelastic cross sections \( (Q_{in}) \) using the scattering matrix \( S(k) = \exp (2i\delta) \) [37]. Then the total scattering cross section \( (TCS) \), \( Q_r \) [38] is found by adding these two cross sections together.

**RESULTS AND DISCUSSION**

The present work reports total cross section for e–HCl scattering. We have employed the ab initio R matrix code below the ionization threshold of the target. In this energy regime the total cross section is sum of vibrationally and rotationally total elastic and total electronic excitation cross sections. Above the ionization threshold of the target we have computed the total cross section as the sum of total elastic and total inelastic cross section using the SCOP formalism [39, 40, 41]. The data sets produced by both formalisms are consistent at the transition energy \( (\sim 15 \text{ eV}) \). All the numerical results of total cross section (in Å\(^2\)) for both the targets from 0.1 eV to 2000 eV are presented in Table III and are also represented graphically along with the available comparisons in Figure 1.

**Table III: Total Cross Section \( Q_r (\text{Å}^2) \)**

<table>
<thead>
<tr>
<th>( E_i (\text{eV}) )</th>
<th>HCl</th>
<th>( \text{HCl} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>588.73</td>
<td>14</td>
</tr>
<tr>
<td>0.2</td>
<td>325.98</td>
<td>15</td>
</tr>
<tr>
<td>0.4</td>
<td>194.85</td>
<td>20</td>
</tr>
<tr>
<td>0.6</td>
<td>134.58</td>
<td>30</td>
</tr>
<tr>
<td>0.8</td>
<td>104.97</td>
<td>40</td>
</tr>
<tr>
<td>1.0</td>
<td>87.41</td>
<td>80</td>
</tr>
<tr>
<td>1.5</td>
<td>64.69</td>
<td>100</td>
</tr>
<tr>
<td>2.0</td>
<td>48.91</td>
<td>200</td>
</tr>
<tr>
<td>3.0</td>
<td>42.40</td>
<td>300</td>
</tr>
<tr>
<td>4.0</td>
<td>39.30</td>
<td>400</td>
</tr>
<tr>
<td>5.0</td>
<td>37.27</td>
<td>500</td>
</tr>
<tr>
<td>6.0</td>
<td>33.96</td>
<td>600</td>
</tr>
<tr>
<td>7.0</td>
<td>33.70</td>
<td>700</td>
</tr>
<tr>
<td>8.0</td>
<td>34.60</td>
<td>800</td>
</tr>
<tr>
<td>9.0</td>
<td>34.75</td>
<td>900</td>
</tr>
<tr>
<td>10</td>
<td>34.70</td>
<td>1000</td>
</tr>
<tr>
<td>11</td>
<td>33.72</td>
<td>1500</td>
</tr>
<tr>
<td>12</td>
<td>28.74</td>
<td>2000</td>
</tr>
<tr>
<td>13</td>
<td>27.65</td>
<td></td>
</tr>
</tbody>
</table>

![Fig.1 Total cross sections, \( Q_r \), for e–HCl scattering](image-url)
CONCLUSION

The main impetus of present work is to compute total cross sections over a wide range of impact energies starting from very low (0.1 eV) to high energy (2 keV) for HCl on electron impact. Since a single formalism cannot be employed over such a wide range, we have used UK molecular R-matrix code using Quantemol-N at low impact energies to yield ab initio results while at high energies SCOP formalism is used. We have illustrated earlier this methodology for three simple polyatomic molecular targets NH₃, H₂S, and PH₃, [39] for which there exists a good database against which we can benchmark our results. The method has been extended to simple biomolecules [41] and in the present work for HCl. The results are promising since the two methods are consistent at the transition energy (15 eV) and show good agreement with available data throughout the energy range. Therefore now we have confidence that the methodology we propose may be used to calculate such cross sections in other molecular systems where experiments are difficult (e.g. exotic system and radicals). Such data set is needed in a variety of applications from aeronomy to plasma modeling which is the thrust area of research in the present era. Accordingly such a methodology may be built into the design of on-line databases to provide a ‘data user’ with the opportunity to request their own set of cross sections for use in their own research. Such a prospect will be explored by the emerging Virtual Atomic and Molecular Data Centre (VAMDC) http://batz.lpma.jussieu.fr/ www_VAMDC.
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ABSTRACT

In this paper we investigate the choice of best combination of factors for 3 X 2 mixed factorial design in 18 runs through Taguchi Design Method and Response Surface Method (RSM). Further we show that Response Surface Method predicts better optimal response as compared to optimal response obtained through Taguchi Design Method. The comparison of methods is done with the help of a case study on Hybrid Microcircuit Assembly Process conducted by Taguchi et al [5]. We do analysis using MINITAB, for the methods.
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INTRODUCTION

There are mainly two types of circuits used in electronic devices, namely, digital circuit and analogue circuit. The Hybrid Microcircuit is hybrid structure of one of the types of circuit. The steps required in the production of hybrid microcircuit are (1) screen (2) profile (3) atmosphere (4) gas flow rate (5) belt speed (6) drying temperature. For detail refer Condra [2]. The experiment was conducted by Taguchi et al [5] for production of hybrid microcircuit process in which they measured the shear strength of circuit. The shear strength, in engineering is a term used to describe the strength of a material or component against the type of yield or structural failure where the material or component fails in shear. A shear load is a force that tends to produce a sliding failure on a material along a plane that is parallel to the direction of the force.

Our objective in this paper is to investigate choice of the best factors combination to increase the shear strength of hybrid microcircuit. In Section 2, we discuss the principle of design of experiment and the data collected through experiment, which are given in Condra [2]. In Section 3, we discuss the results of analysis of shear strength data of hybrid microcircuit through Taguchi Design Method and Response Surface Method. We also discussion of comparative study of both designs and provide advantages of Response Surface Method over Taguchi Design Method.

THE DESIGN OF EXPERIMENT FOR THE SHEAR STRENGTH OF HYBRID MICROCIRCUIT

To use statistical approach in designing and analyzing an experiment, it is necessary to follow the basic guideline for conducting the experiment. The basic steps of guideline of design of experiments are:

(i) Recognition of problem and statement of the problem:

Here our approach is to investigate choice of best combination of factors as result optimum value of shear strength of hybrid microcircuit.

(ii) Choice of factors, levels and ranges:

Brainstorming with experienced engineers and feasible operating ranges of machines and materials help to decide the experimental factors.

(iv) Choice of experimental design:

The study conducted for eight factors in 18 runs. The seven factors at three levels and one factor at two levels. The descriptions of these factors are given in Table 1 following Condra [2]. In statistical language our objective is to study main effects and interaction effects in this mixed factorial experiment. To conduct such an experiment one can use both L9 orthogonal array given by Taguchi or one can generate it using Fractional Factorial Design (Montgomery [4]; Taguchi et al [5]).

Table 1: Description of Factors and Levels for Hybrid Component Attachment Experiment

<table>
<thead>
<tr>
<th>Description</th>
<th>Factor variable</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screen</td>
<td>A (x1)</td>
<td>80 mesh, 0.0037 in. wire diameter, 0.003 in. emulsions</td>
<td>80 mesh, 0.0020 in. wire diameter, 0.002 in. emulsions</td>
<td>-</td>
</tr>
<tr>
<td>Profile</td>
<td>B (x2)</td>
<td>150-200-250-300-350</td>
<td>150-200-250-300-350</td>
<td>150-200-250-300-350</td>
</tr>
<tr>
<td>Atmosphere</td>
<td>C (x3)</td>
<td>100% nitrogen</td>
<td>50% nitrogen</td>
<td>100% hydrogen</td>
</tr>
<tr>
<td>Gas Flow Rate</td>
<td>D (x4)</td>
<td>40 cfh</td>
<td>60 cfh</td>
<td>80 cfh</td>
</tr>
<tr>
<td>Empty</td>
<td>E (x5)</td>
<td>Dummy Variable</td>
<td>Dummy Variable</td>
<td>Dummy Variable</td>
</tr>
<tr>
<td>Belt Speed</td>
<td>F (x6)</td>
<td>4.5 in/min</td>
<td>5.5 in/min</td>
<td>6.0 in/min</td>
</tr>
<tr>
<td>Drying temp</td>
<td>G (x7)</td>
<td>Room Temperature</td>
<td>50°C</td>
<td>90°C</td>
</tr>
<tr>
<td>Empty</td>
<td>H (x8)</td>
<td>Dummy Variable</td>
<td>Dummy Variable</td>
<td>Dummy Variable</td>
</tr>
</tbody>
</table>

To analyze the data through Taguchi Design Method we require minimum two replications. Here we have three replications to measure shear strength of each factor combination. For detail regarding Taguchi Design Method and Fractional Factorial experiment readers may refer Taguchi et al [5] and Montgomery [4].

(v) Performing the experiment and collection of data:

As the experiments are conducted in laboratory or like laboratory environment, the experimenter should first create the same environment which is actual environment prevailing while producing in a factory. The collected data on shear strength through L9 experiment is given in Table 2.

(vi) Statistical Analysis of Data

Step (v) and (vi) are discussed in details in the section of statistical analysis for Taguchi Design Method and Response Surface Method.
Table 2: Experimental Design and observed Shear Strength

<table>
<thead>
<tr>
<th>Run No.</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>Strength</th>
<th>Replication 1</th>
<th>Replication 2</th>
<th>Replication 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.55</td>
<td>0.45</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.25</td>
<td>0.35</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0.11</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.75</td>
<td>0.65</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0.25</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1.60</td>
<td>1.40</td>
<td>1.40</td>
<td>1.40</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0.90</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2.55</td>
<td>2.45</td>
<td>2.45</td>
<td>2.45</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2.50</td>
<td>2.40</td>
<td>2.40</td>
<td>2.40</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0.40</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>0.25</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0.85</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3.50</td>
<td>3.45</td>
<td>3.45</td>
<td>3.45</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
<td>2.50</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0.85</td>
<td>1.20</td>
<td>1.20</td>
<td>1.20</td>
</tr>
</tbody>
</table>

Table 3: Response Value Table for Signal-to-Noise Ratio

<table>
<thead>
<tr>
<th>Factor</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>-0.9704</td>
<td>-25.2888</td>
<td>-14.0590</td>
<td>-20.5469</td>
<td>-1.7999</td>
<td>-6.3864</td>
</tr>
</tbody>
</table>

Table 4: Recommended Levels of Factors for the Production Hybrid Microcircuit

<table>
<thead>
<tr>
<th>Factor</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The predicted shear strength of hybrid microcircuit for recommended choice of factor combinations can be obtained by the optimum noise-to-signal ratio as a function of y. The optimum value of noise-to-signal ratio for the factor combination recommended is 25.67 and the corresponding optimum shear strength of hybrid microcircuit is 2.44.
ill help to identify the future direction of optimum response. 

Advantages of using Response Surface Methodology:
1. It is a Statistical/Mathematical modelling technique. 
2. It can help to find optimum value for response beyond or within the range of level of factors suggested by the engineers. 
3. It will help to identify the future direction of optimum response. 
4. It can also identify the interaction or curvature effects beyond the imagination of engineers. 
5. It can also investigate whether the effects are statistically significant. As a result on can construct 95% confidence interval for main effects which can help to identify future range of level of factors. 

Disadvantages of Taguchi Design Method:
1. It is purely a philosophy, no Mathematics involved. 
2. It gives only the optimum value at any of the levels specified by experimenter. 
3. It will not give the future direction of optimum response in experiments. Further, to know the future direction of optimum value we require conducting a new experiment. 
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ABSTRACT

The well known half logistic distribution is considered and its generalization through failure probability of a parallel system of independently identically distributed components is suggested. With the probability model as the suggested generalized version, a new life testing model is assumed for the life of a product. Based on the observed failure times before a prefixed time, the decision rule for acceptance or otherwise of a submitted lot of products is constructed involving a minimum sample size required for the decision rule. The operating characteristic of the decision rule and the tolerance range of the population average are also worked out. Comparison with similar procedures that exist in literature is presented.

Key words : Type-I generalized half logistic distribution, acceptance decision rule

INTRODUCTION

If \( \theta \) is a positive real number, \( F(x) \) is the cumulative distribution function (cdf) of continuous random variable, then \( \theta F(x) \) and the corresponding probability distribution may be named as exponentiated or generalized version of \( F(x) \), according to Mudholkar et al [1]; Gupta and Kundu [2]. Whether it is exponentiated version of Mudholkar et al [1], generalized version of Gupta and Kundu [2], the model in either of the cases is obtained by considering the positive power of the cdf of a given continuous distribution. The life of a parallel system of components with independent and identical lifetime distribution given by exponential/Weibull for each component will have a cdf given by integral power of the common cdf governing the life of individual components. Such a system's lifetime model turns to be exponentiated/generalized version of Exponential / Weibull models. We adopt this generalization to half logistic distribution.

Half logistic model obtained as the distribution of absolute standard logistic variate is another probability model of recent origin [3]. The probability density function (pdf), cumulative distribution function (cdf) and hazard function (hf) are given by

\[
f(x) = \frac{2e^{-\theta x}}{(1+e^{-\theta x})^2} ; \quad x \geq 0
\]  

\[
F(x) = \left[ \frac{1-e^{-\theta x}}{1+e^{-\theta x}} \right] \quad (2)
\]

\[
h(x) = \frac{2\theta e^{-\theta x}(1-e^{-\theta x})}{(1+e^{-\theta x})[1+(1-e^{-\theta x})^2]} \quad (3)
\]

It can be seen that the model is an increasing failure rate (IFR) model and free from any shape parameter. It would be more useful in reliability studies and survival analysis. This model is parallel to half normal distribution as an underlying probability model in the studies of reliability and quality control.

THE PROPOSED MODEL

As narrated above, the distribution of the random variable representing life of a parallel system of \( \theta \) components (\( \theta \) is natural number) whose individual lifetimes are identically independently distributed with common distribution as that of standard half logistic distribution given by the equations (1), (2) and (3) shall be considered by us in this paper as standard Type-I generalized half logistic distribution (Type-I GHLD). Its pdf, cdf and hazard function are given by

\[
f(x) = \frac{2e^{-\theta x}(1-e^{-\theta x})^{\theta-1}}{(1+(1-e^{-\theta x})^2)^{\theta+1}} \quad (4)
\]

\[
F(x) = \left[ \frac{1-(1-e^{-\theta x})^\theta}{1+e^{-\theta x}} \right] \quad (5)
\]

\[
h(x) = \frac{2\theta e^{-\theta x}(1-e^{-\theta x})^{\theta-1}}{(1+(1-e^{-\theta x})^2)[(1+(1-e^{-\theta x})^2-(1-e^{-\theta x})^\theta]} \quad (6)
\]

The graphs of hazard function are shown in the following Figsures, which show CFR nature on and after some stage of \( x \) for various values of \( \theta \). We consider the Type-I generalized version of half logistic distribution and study the construction of reliability test plans using this distribution as the model for a lifetime variable.

*Corresponding author: rosaiah1959@gmail.com
A typical application of acceptance sampling is as follows. A company receives shipment of product from a vendor. This product is often a component or raw material used in the company’s manufacturing process. A sample is taken from the lot and some quality characteristic of the unit in the sample is inspected. On the basis of the information in this sample, a decision is made regarding lot disposition. Usually, this decision is either to accept or to reject the lot.

If the distribution of the quality characteristic is non-normal, and a plan based on the normal assumption is employed, serious departures from the advertised risks of accepting or rejecting lots of given quality may be experienced.

Based on the notion of testing a null hypothesis about a population average with a specified minimum, we can think of sampling inspection plans where the sample observations are lifetimes of products put to test. In such a sampling plan the population average stands for average life of the product say $\theta$, $\sigma_{\theta}$ is a specified value of $\theta$ and if a null hypothesis is formulated as $H_{0}: \theta \leq \sigma_{\theta}$, this means that the true unknown population average life of the product exceeds a specified value, which decides a submitted lot of products to be good. The test criterion shall naturally be on the basis of the observed failures in a sample product of size n before a specified time $t$. If the observed number of failures is large say $n \geq \sigma_{c}$, the hypothesis cannot be accepted and hence lot cannot be accepted. That is, a parallel between a test of hypothesis and a sampling plan can be drawn. This test criterion, sometimes called the acceptance number $c$, the maximum test duration $t$, and the ratio $-\sigma_{c}$, where $\sigma_{c}$ is the specified average life.

In this paper, we assume that the life of product follows a Type-I generalized half logistic distribution (GHLD). If a lot of products with this as the model is tested, we can decide about the acceptance or otherwise of the submitted lot. Similar sampling plans in other models are developed by many researchers [4 - 13] and the references therein. Constructing the reliability test plan and its theory, operating characteristics and the sensitivity of sampling plan for the model is described in the following sections.

**RELIABILITY TEST PLAN**

We consider the cumulative distribution function and probability density function of Type-I generalized half logistic distribution with scale parameter $\sigma$ are given by

$$G(t) = [1 - \exp(-t/\sigma)]^{\theta}, \quad t > 0, \sigma > 0$$

(7)

$$g(t) = \frac{\theta \exp(-t/\sigma)}{\sigma} \left[1 - \exp(-t/\sigma)\right]^{\theta-1}, \quad t > 0, \sigma > 0$$

(8)

We assume that the life of a product follows a Type-I generalized half logistic distribution defined by [5]. A common practice in life testing is to terminate the life test by a predetermined time ‘$t$’ and note the number of failures (assuming that a failure is well defined). One of the objectives of these experiments is to set a lower confidence limit on the average life. It is then desired to establish a specified average life with a given probability of at least ‘$p$’, the decision to accept the specified average life occurs if and only if the number of observed failures at the end of the fixed time ‘$t$’ does not exceed a given number $c$—called the acceptance number. The test may get terminated before the time ‘$t$’ is reached when the number of failures exceeds in which case the decision is to reject the lot. For such a truncated life test and the associated decision rule, we are interested in obtaining the smallest sample sizes necessary to achieve the objective.

A sampling plan consists of, the number of units $n$ on test, the acceptance number $c$, the maximum test duration $t$, and the ratio $-\sigma_{c}$, where $\sigma_{c}$ is the specified average life.

The consumer’s risk, i.e., the probability of accepting a bad lot (the one for which the true average life is below the specified life-$\sigma_{c}$) not to exceed $1-p^{*}$, so that $p^{*}$ is a minimum confidence level with which a lot of true average life below is rejected by the sampling plan. For a fixed $p^{*}$, our sampling plan is characterized by $(n, c, \sigma_{c}^{*})$. Here we consider sufficiently large lots so that the binomial distribution can be applied. The problem is to determine the smallest positive integer $n$ for given values of $p^{*}$ ($0 < p^{*} < 1$), $\sigma_{c}$ and $c$ such that

$$\sum_{i=0}^{c} \binom{n}{i} p^{i}(1-p)^{n-i} \leq 1 - p^{*}$$

(9)

holds, where $p = G(t; \sigma_{c})$ given by[5] which indicates the failure probability before time $t$, and depends only on the ratio $t/\sigma_{c}$. It is sufficient to specify this ratio for designing the experiment.

The minimum values of $n$ satisfying the inequality (9) are obtained for $θ = 2, 3, 4; p^{*} = 0.75, 0.90, 0.95, 0.99$ and $t/\sigma_{c} = 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5$ and are presented in Table-1 only for $θ = 2$.

If $p = G(t; \sigma_{c})$ is small and $n$ is large (as is true in some cases of our present work), the binomial probability may be approximated by Poisson probability with parameter $\lambda = np$ so that the left side of (9) can be written as

$$\sum_{i=0}^{c} \frac{\lambda^{i}}{i!} e^{-\lambda} \leq 1 - p^{*}$$

(10)

where $\lambda = nG(t; \sigma_{c})$. The minimum values of $n$ satisfying (10) are obtained for the same combination of $p^{*}$, $t/\sigma_{c}$ as those used for (9). The results are given in Table-2 only for $θ = 2$.

The operating characteristic function of sampling plan $(n, c, \sigma_{c}^{*})$ gives the probability $L(p)$ of accepting the lot as

$$L(p) = \sum_{i=0}^{c} \binom{n}{i} p^{i}(1-p)^{n-i}$$

(11)

where $p = G(t; \sigma_{c})$. It is considered as a function of $\sigma_{c}$, the lot quality parameter. It can be seen that the operating characteristic is an increasing function of $\sigma_{c}$ for given $p^{*}, t/\sigma_{c}$. Values of the operating characteristic as a function of $\sigma_{c}/\sigma_{c}$ for a few sampling plans are given in Table-3.

The producer’s risk is the probability of rejecting a lot when $\sigma > \sigma_{c}$. We can compute the producer’s risk by first finding $p = G(t; \sigma)$ and then using the binomial distribution function. For a given value of the producer’s risk $0.05$, one may be interested in knowing what value of $\sigma/\sigma_{c}$ will ensure a producer’s risk less than or equal to 0.05 if a sampling plan under discussion is adopted. It should be noted that the probability $p$ may be obtained as function of $\sigma/\sigma_{c}$ as $p = G[(\sigma/\sigma_{c}) (\sigma/\sigma)]$. The value $\sigma/\sigma_{c}$ is the
smallest positive number for which the following inequality holds
\[ \sum_{t=0}^{\infty} (1-p)^t \sigma^t \geq 0.95 \]  
(12)

For a given sampling plan \((n, c, t/\sigma)\) and specified confidence level \(p^*\) the minimum values of \(\sigma\), satisfying the inequality (12) are given in Table-4.

Our results of Table-1 on comparison with similar results of Gupta and Groll [4] for the gamma distribution reveal that, the sample size of Type-I generalized half logistic distribution (Type-I GHLD) plans are uniformly smaller than those of Gupta and Groll [4] for the gamma distribution, thus giving a saving in cost of experimentation with the same risk probability. Hence, we may say that if type-I GHLD and gamma distribution are good fits for a given data, our decision rule with the present model can be applied with less cost and same risk.

**CONCLUSION**

In this paper an acceptance decision rule is developed based on the truncated life test when the life distribution of test items follows Type-I generalized half logistic distribution. For the use of plans by the practitioners, we provided some Tables.

**Table - 1** Minimum sample size necessary to assert the average life, to exceed specified average life \(\sigma\), with probability \(p^*\) and the corresponding acceptance number \(c\), using binomial probabilities under Type-I generalized half logistic distribution for \(\theta=2\)

<table>
<thead>
<tr>
<th>(p^*)</th>
<th>(n/\theta=1.0)</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>3.5</th>
<th>4.0</th>
<th>4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>.75</td>
<td>12</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>.75</td>
<td>18</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>.75</td>
<td>24</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>.75</td>
<td>29</td>
<td>15</td>
<td>10</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>.75</td>
<td>34</td>
<td>18</td>
<td>12</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>39</td>
<td>20</td>
<td>14</td>
<td>11</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>.75</td>
<td>44</td>
<td>23</td>
<td>16</td>
<td>12</td>
<td>10</td>
<td>9</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>50</td>
<td>26</td>
<td>18</td>
<td>14</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>55</td>
<td>29</td>
<td>19</td>
<td>15</td>
<td>13</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>60</td>
<td>31</td>
<td>17</td>
<td>16</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>65</td>
<td>34</td>
<td>18</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>70</td>
<td>37</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>75</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>80</td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>85</td>
<td>46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>90</td>
<td>49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>95</td>
<td>52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>100</td>
<td>55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>105</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>110</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>115</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>125</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>130</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>135</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>140</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>145</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>155</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>160</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>165</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>170</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>175</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>180</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>185</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table - 2** Minimum sample size necessary to assert the average life, to exceed specified average life \(\sigma\), with probability \(p^*\) and the corresponding acceptance number \(c\), using Poisson approximation under Type-I generalized half logistic distribution for \(\theta=2\)

<table>
<thead>
<tr>
<th>(p^*)</th>
<th>(n/\theta=1.0)</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>3.5</th>
<th>4.0</th>
<th>4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>.75</td>
<td>12</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>.75</td>
<td>18</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>.75</td>
<td>24</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>.75</td>
<td>29</td>
<td>15</td>
<td>10</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>34</td>
<td>18</td>
<td>12</td>
<td>9</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>39</td>
<td>20</td>
<td>14</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>44</td>
<td>23</td>
<td>16</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>50</td>
<td>26</td>
<td>18</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>55</td>
<td>29</td>
<td>19</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>60</td>
<td>31</td>
<td>17</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>65</td>
<td>34</td>
<td>18</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>70</td>
<td>37</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>75</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>80</td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>85</td>
<td>46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>90</td>
<td>49</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>95</td>
<td>52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>100</td>
<td>55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table - 3** Operating characteristic values of the sampling plan \((n, c, t/\sigma)\) for a given \(p^*\) under Type-I generalized half logistic distribution for \(\theta=2\)

<table>
<thead>
<tr>
<th>(p^*)</th>
<th>(n/\theta=1.0)</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>3.5</th>
<th>4.0</th>
<th>4.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>.75</td>
<td>12</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>18</td>
<td>9</td>
<td>6</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>24</td>
<td>12</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>29</td>
<td>15</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>34</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Table 4

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>( \gamma )</th>
<th>( \varepsilon )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \delta )</th>
<th>( \epsilon )</th>
<th>( \zeta )</th>
<th>( \eta )</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.15</td>
<td>0.20</td>
<td>0.25</td>
<td>0.30</td>
<td>0.35</td>
<td>0.40</td>
<td>0.45</td>
</tr>
<tr>
<td>2.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.15</td>
<td>0.20</td>
<td>0.25</td>
<td>0.30</td>
<td>0.35</td>
<td>0.40</td>
</tr>
<tr>
<td>3.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.15</td>
<td>0.20</td>
<td>0.25</td>
<td>0.30</td>
<td>0.35</td>
<td>0.40</td>
</tr>
<tr>
<td>4.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.15</td>
<td>0.20</td>
<td>0.25</td>
<td>0.30</td>
<td>0.35</td>
<td>0.40</td>
</tr>
</tbody>
</table>
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ABSTRACT

This article extends the π-weighted ratio-type variance estimator of the Horvitz–Thompson estimator, suggested by Patel and Chaudhari (2006), for the generalized regression (GREG) estimation. The suggested variance estimator based on the empirical mean squared error yields some gain over the available variance estimators in simulations when the underlying assumptions are satisfied.
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INTRODUCTION

Recently more attention has been given to the generalized regression estimator of the finite population total. Some of the reasons are given in Särndal (1996). Important references on GREG estimation and on its variance estimation are Särndal (1980, 1996), Robinson and Särndal (1983), Wright (1983), Särndal et al. (1989, 1992), Deville and Särndal (1992), Kott (1990), Chaudhari and Maiti (1994), Singh et al. (1999) and Duchesne (2000) and references cited there.

Following the notations of Patel and Chaudhari (2006), we postulate the model

\[ y_i = \beta + \epsilon_i, \quad i \in U = \{1, ..., N\} \]
\[ E(\epsilon_i) = 0 \]
\[ V(\epsilon_i) = \sigma^2 \]
\[ C_i(\epsilon_i, \epsilon_j, X_i, X_j) = 0 \quad (i \neq j) \]

Where \(\beta, \sigma^2 > 0\) are the parameters. Here \(E(\cdot), V(\cdot)\) and \(C(\cdot)\) denote expectation, variance and covariance. Under Model (1) the GREG-estimator of \(Y = \sum_i y_i\) is given by

\[ \hat{Y}_{GREG} = \sum_i \frac{g_i x_i}{\pi_i} \]

where \(g_i = 1 + (X - \bar{X}) \sum_i \frac{\pi_i}{\pi_j} \) is the g-adjustment factors, \(\bar{X}\) is the Horvitz–Thompson estimator of \(x = \sum x_i\) and \(g_i\) is chosen by the user.

The estimator \(\hat{Y}_{GREG}\) is obtained in the following way: Starting from the basic estimator \(\hat{Y}_0 = \sum w_i x_i\) with \(w_i = 1/\pi_i\), create a new estimator \(\hat{Y} = \sum w_i x_i\) with weight \(w_i\) lying as close as possible to the basic weights \(\pi_i\) subject to the calibration constraint \(\sum w_i x_i = X\). The distance to minimize is given by \(\sum (x_i - x_i^*)^2/\pi_i\), where \(x_i^*\)s are constants, the optimal weights \(w_i\) are precisely \(w_i = a g_i\).

The Taylor expansion variance for the GREG – estimator (See, Särndal et al. 1992) is

\[ V_{\hat{Y}_{GREG}} = \sum_{i,j = 1}^{N} \frac{\Delta_{ij}}{\pi_i \pi_j} \left( E_{ij} - \frac{E_i}{\pi_i} \right) \]

where \(\Delta_{ij} = \pi_j \pi_j - \pi_{ij} \), \(E_{ij} = y_i - B \hat{X}_j\) and \(B = \frac{\sum U y_i x_i Q_i}{\sum U x_i^2 Q_i}\)

Two versions of Yates-Grundy type variance estimators of \(V_{\hat{Y}_{GREG}}\) are

\[ V_1 = \sum_{ij} \frac{\Delta_{ij}}{\pi_i \pi_j} \left( E_{ij} - \frac{E_i}{\pi_i} \right) \]
\[ V_2 = \sum_{ij} \frac{\Delta_{ij}}{\pi_i \pi_j} \left( E_{ij} - \frac{E_i}{\pi_i} - \frac{E_j}{\pi_j} \right) \]

where \(e_i = y_i - \beta x_i\) and \(\hat{\beta} = \frac{\sum y_i x_i q_i}{\sum q_i x_i q_i}\)

Kott (1990) proposed an estimator of \(V_1\) (see Appendix A) that is design-consistent and model-unbiased. Chaudhari and Maiti (1994), following Kott’s estimator, suggested various model-assisted estimator of \(V_{\hat{Y}_{GREG}}\).

We suggest in the next section an estimator of \(V_{\hat{Y}_{GREG}}\). To study the repeated sampling properties relative to standard one a limited simulation study is conducted in Section 3. The conclusions and recommendations are given in section 4.

THE RATIO-TYPE VARIANCE ESTIMATOR

Patel and Chaudhari (2006) suggested a π-weighted ratio-type estimator \(v_{\pi_{\gamma}}\) for the variance of Horvitz-Thompson estimator of population total. They showed that this estimator is asymptotically design-unbiased (ADU) and asymptotically design consistent (ADC). Empirically this estimator has performed very well when the relationship between \(y\) and \(x\) is linear passing through the origin and the \(V_{\pi_{\gamma}}(y) = x_i^2 \gamma \epsilon_i, \gamma \epsilon [1,2]\) under fixed size or non-fixed size sampling design. Motivated by this we suggest the following estimator for \(V_{\hat{Y}_{GREG}}\):

\[ v_i = \sum \phi_i g_i x_i^2 / \pi_i \]

where \(\phi_i \) is \(1/\pi_i\) if \(i = j\) and \(n/\pi_i \) if \(i \neq j\).

Remark: The construction of \(v_{\hat{Y}_{GREG}}\) would suggest that \(v_{\hat{Y}_{GREG}}\) performs well if the ratios \(y/x\) is more or less constant and the variance of \(y\) is proportional to \(x\).

SIMULATION

A finite population of size \(N = 400\) was created. The characteristics \(x\) and \(y\) for the \(t\) unit were generated using the model

\[ y_i = \beta x_i + \epsilon_i, \quad i = 1, ..., N\]

for specific values of \(\beta, \gamma, g, h\) and \(\sigma^2, s^2\) were independent of \(\epsilon_i \sim \text{Gamma}(\mu, \alpha)\). Thus the mean, variance and coefficient of variation of \(x\), are given by \(E(x) = gh, \sigma^2 = gh^2\) and \(c_v = \sigma / x = \alpha \cdot \mu < +\infty\).

Further the mean of \(y\) is \(E(y) = \beta E(x)\), variance of \(x\) is \(E(y) = \beta \sigma^2 + \alpha^2 E(x)^2\)
Table 1 shows the following comments:

- The absolute values of RBs of $v_i$ for $C_3 = 0.33, 1.5$ and $\gamma = 2$ are all within reasonable range of $1\%$, whereas for $C_3 = 0.33, 2$, it has large absolute values of RBs ranging from 1-19%. However, for $\gamma = 2$, $v_i$ has performed well.

- For $\gamma = 1$, $C_3 = 0.75$ the absolute RBs of $v_i$ are small compared to $v_i$ and has performed extremely well. This improvement of $v_i$ over $v_f$ is from 125-350%.

- For $\gamma = 1$, $C_3 = 1.5$ the estimator $v_i$ should be avoided. However, in case for the other values of $C_3$, $v_i$ is fractionally more efficient and has reasonable absolute RBs than $v_i$.

- Overall the variance estimator of $v_i$ of $\tilde{V}_{data} = \frac{1}{M} \sum_{i=1}^{M} (X - \tilde{x}_M)^2$ is slightly more efficient than $v_f$, but less efficient than $v_i$ when $\gamma = 0.1, 2$ and $C_3 = 0.33, 0.75, 1.5$. In rest of all cases it should be avoided.

**Remark 3.** In our simulation study it was borne out that the estimators suggested by Chaudhari and Maiti (1994) performed poorly. Therefore, the results corresponding to these estimators were not presented in respective tables.

**Appendix A**

The following estimator is included for the comparison.

Kott’s Estimator: A variance estimator somewhat similar in spirit to that in equation (3) was proposed by Kott (1990). His point of departure is to create a variance estimator that is unbiased with respect to the model but is still design consistent. The objective is achieved by attaching a ratio adjustment to the estimator (3). Kott’s variance estimator is given as

$$v_i = \frac{v_f v_i}{v_f}$$

where $v_f = (\tilde{V}_{data} - \gamma)$

$$= \frac{1}{M-1} \sum_{i=1}^{M} \left( X_i - \tilde{x}_M \right)^2$$

and $v_f$ can be written as

$$v_f = \left( \frac{1}{C_3} \sum_{i=1}^{C_3} f_i^2 \left( \sum_{j=1}^{C_3} f_j^2 \right)^{-1} s_i^2 \right) \left( \sum_{j=1}^{C_3} f_j^2 \right)^{-1} \left( \sum_{i=1}^{C_3} f_i \right)^{-1}$$

**Table 2. RB (%) under Suhter’s Sampling Scheme**

<table>
<thead>
<tr>
<th>$q$</th>
<th>$\gamma$</th>
<th>$\sigma$</th>
<th>$\rho$</th>
<th>$C_3$</th>
<th>$E$</th>
<th>$\theta$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.2</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.3</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.4</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.5</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.6</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.7</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.8</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>0.9</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>1.0</td>
<td>1.5</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
</tbody>
</table>

**Appendix B**

The REs of the estimators is presented in Table 1 whereas the RBs in the table 2 given in Appendix A.
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